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ABSTRACT. There are two widely used models for the Grassmannian Gr(k,n), as the set of equiv-
alence classes of orthogonal matrices O(n)/(O(k) x O(n — k)), and as the set of trace-k projection
matrices {P € R"*" : PT = P = P2 tr(P) = k}. The former, standard in manifold optimiza-
tion, has the downside of relying on equivalence classes but working with orthogonal matrices is
generally good numerical practice. The latter, widely adopted in coding theory and probability,
uses actual matrices (as opposed to equivalence classes) but working with projection matrices is
numerically unstable. We present an alternative that has both advantages and suffers from neither
of the disadvantages; by representing k-dimensional subspaces as symmetric orthogonal matrices of
trace 2k — n, we obtain

Gr(k,n) =2 {Q cO0(n): Q" = Q, tr(Q) = 2k —n}.

As with the other two models, we show that differential geometric objects and operations — tangent
vector, metric, normal vector, exponential map, geodesic, parallel transport, gradient, Hessian,
etc — have closed-form analytic expressions that are computable with standard numerical linear
algebra. In the proposed model, these expressions are considerably simpler, a result of representing
Gr(k,n) as a linear section of a compact matrix Lie group O(n), and can be computed with at most
one QR decomposition and one exponential of a special skew-symmetric matrix that takes only
O(nk(n - k)) time. In particular, we completely avoid eigen- and singular value decompositions in
our steepest descent, conjugate gradient, quasi-Newton, and Newton methods for the Grassmannian.
Another important feature of these algorithms, particularly evident in steepest descent and Newton
method, is that they exhibit clear signs of numerical stability; various measures of errors consistently
reduce to the order of machine precision throughout extensive numerical experiments.

1. INTRODUCTION

As a manifold, the Grassmannian Gr(k,n) is just the set of k-planes in n-space with its usual
differential structure; this is an abstract description that cannot be employed in algorithms and
applications. In order to optimize functions f : Gr(k,n) — R using currently available technology,
one needs to put a coordinate system on Gr(k,n). The best known way, as discovered by Edelman,
Arias, and Smith in their classic work [24], is to realize Gr(k,n) as a matriz manifold [2], where
every point on Gr(k,n) is represented by a matrix or an equivalence class of matrices and from
which one may derive closed-form analytic expressions for other differential geometric objects (e.g.,
tangent, metric, geodesic) and differential geometric operations (e.g., exponential map, parallel
transport) that in turn provide the necessary ingredients (e.g., Riemannian gradient and Hessian,
conjugate direction, Newton step) for optimization algorithms. The biggest advantage afforded by
the approach in [24] is that a judiciously chosen system of extrinsic matriz coordinates for points
on Gr(k,n) allows all aforementioned objects, operations, and algorithms to be computed solely in
terms of standard numerical linear algebra, which provides a ready supply of stable and accurate
algorithms [31] with high-quality software implementations [6]. In particular, one does not need to
solve any differential equations numerically when doing optimization on matrix manifolds a la [24].

1.1. Existing models. There are two well-known models for Gr(k,n) supplying such matrix co-
ordinates — one uses orthogonal matrices and the other projection matrices. In optimization, the

2010 Mathematics Subject Classification. 14M15, 90C30, 90C53, 49Q12, 65F25, 62H12.
Key words and phrases. Grassmannian, Grassmann manifold, manifold optimization.
1



2 Z. LAI, L.-H. LIM, AND K. YE

by-now standard model (see, for example, [23, 40, 52, 57, 66]) is the one introduced in [24], namely,
Gr(k,n) = O(n)/(O(k) x O(n — k)) = V(k,n)/ O(k), (1)

where V(k,n) == {V € R : VTV = I} = O(n)/O(n — k) is the Stiefel manifold. In this
homogeneous space model, which is also widely used in areas other than optimization [7, 8, 30,
32, 50, 51, 71], a point V € Gr(k,n), i.e., a k-dimensional subspace V C R", is represented by
its orthonormal basis, written as columns of a matrix V' = [v1,...,vx] € V(k,n). Since any two
orthonormal bases V1,V € V(k,n) of V must be related by V; = V2Q for some @ € O(k), such
a representation is not unique and so this model requires that we represent V not as a single
n x k orthonormal matrix but as a whole equivalence class [V] = {VQ € V(k,n) : Q € O(k)}
of orthonormal bases of V. A brief word about our notations: Throughout this article, we adopt
the convention that a vector space V € Gr(k,n) will be typeset in blackboard bold, with the
corresponding letter in normal typeface V' € V(k,n) denoting an (ordered) orthonormal basis.
Equivalence classes will be denoted in double brackets, so [V] = V. Diffeomorphism of two smooth
manifolds will be denoted by 2.

It is straightforward to represent a point V € Gr(k,n) by an actual matrix as opposed to an
equivalence class of matrices. Since any subspace V has a unique orthogonal projection matrix Py,
this gives us an alternative model for the Grassmannian that is also widely used (notably in linear
programming [59, 70] but also many other areas [15, 11, 17, 25, 49, 54]):

Gr(k,n) 2 {PcR™": PT = P = P? tr(P)=k}. (2)

Note that rank(P) = tr(P) = dim(V) for orthogonal projection matrices. The reader is reminded
that an orthogonal projection matrix is not an orthogonal matrix — the ‘orthogonal’ describes the
projection, not the matrix. To avoid confusion, we drop ‘orthogonal’ from future descriptions —
all projection matrices in our article will be orthogonal projection matrices.

As demonstrated in [34], it is also possible to derive closed-form analytic expressions for various
differential geometric objects and present various optimization algorithms in terms of the matrix
coordinates in (2). Nevertheless, the problem with the model (2) is that algorithms based on pro-
jection matrices are almost always numerically unstable, especially in comparison with algorithms
based on orthogonal matrices. This is likely the reason why there are no numerical experiments in
[34]. Roughly speaking an orthogonal matrix preserves (Euclidean) norms and therefore rounding
errors do not get magnified through a sequence of orthogonal transformations [21, Section 3.4.4]
and consequently algorithms based on orthogonal matrices tend to be numerically stable (details
are more subtle, see [67, pp. 124-166] and [36]). Projection matrices not only do not preserve norms
but are singular and give notoriously unstable algorithms — possibly the best known illustration
of numerical instability [64, 65] is one that contrasts Gram—Schmidt, which uses projection matri-
ces, with Householder QRr, which uses orthogonal matrices.! In fact, the proper way to compute
projections is to do so via a sequence of orthogonal matrices [61, pp. 260-261], as a straightforward
computation is numerically unstable [16, pp. 849-851].

The alternative (1) is currently universally adopted for optimization over a Grassmannian. One
issue with the model (1) is that a point on Gr(k,n) is not a single matrix but an equivalence
class of uncountably many matrices. Equivalence classes are tricky to implement in numerical
algorithms and standard algorithms in numerical linear algebra [6] do not work with equivalence
classes of matrices. Given a function f : Gr(k,n) — R to be optimized, any optimization algorithm
[23, 24, 40, 52, 57, 66] that rely on the model (1) side steps the issue by lifting f to an O(k)-invariant
function f : V(k,n) — R, i.e., where f(VQ) = f(V) for all Q € O(k). This incurs additional costs
in two ways: : (a) whenever a point V € Gr(k,n) needs to be lifted to a point V € V(k,n),
this incurs the cost of finding an orthonormal basis V' for V; (b) whenever one needs to check

I¥or example, computing the Qr decomposition of a Hilbert matrix A = [1/(i + j — D)i521, we get |Q*Q —I|| ~

8.0 x 10° with Gram-Schmidt, 1.7 x 10° with modified Gram-Schmidt, 2.4 x 10~*® with Householder QR.
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equality of points im(V7) L im(V42), this incurs the cost of one matrix product V{"V; and its norm.>
These additional costs cannot be avoided in the model (1) as we represent a linear subspace by an
equivalence class. For comparison, (a) and (b) are immaterial when points are represented as actual
matrices, like in model (2) or our proposed model. Moreover it is impossible to continuously choose
such ‘Stiefel coordinates’ V' € V(k,n) for every point V € Gr(k,n), as we will discuss in Section 7.5.
A second and more serious issue with the model (1) is that its associated optimization algorithms in
[24] are still significantly less stable than those for our proposed model. As we will see in Section 8,
and for reasons explained therein, loss-of-orthogonality remains very much a problem when we use
(1) to represent a Grassmannian. This is likely the reason why the numerical experiments in [24]
had used extended precision arithmetic.

We would like to mention a noncompact analogue of (1) that is popular in combinatorics [1, 26,
28, 45, 48]:

Gr(k,n) = R**/ GL(k), (3)
where RZXk = {A € R™* : rank(A) = k} and GL(k) := {X € R¥** : det(X) # 0}. It has also been
shown [2] that one may obtain closed-form analytic expressions for differential geometric quantities
with the model (3) and so in principle one may use it for optimization purposes. Nevertheless, from
the perspective of numerical algorithms, the model (3) suffers from the same problem as (2) —
by working with rank-k matrices, i.e., whose condition number can be arbitrarily large, algorithms
based on (3) are inherently numerically unstable. In fact, since the model (3) also represents
points as equivalence classes, it has both shortcomings of (1) and (2) but neither of their good
features. The natural redress of imposing orthogonal constraints on (3) to get a well-conditioned
representative for each equivalence class would just lead one back to the model (1).

Looking beyond optimization, we stress that each of the aforementioned models has its own
(sometimes unique) strengths. For example, (3) is the only model we know in which one may
naturally define the positive Grassmannian [26], an important construction in combinatorics [45]
and physics [28]. The model (2) is indispensable in probability and statistics as probability measures
[49, Section 3.9] and probability densities [15, Section 2.3.2] on Gr(k,n) are invariably expressed in
terms of projection matrices.

1.2. Proposed model. We propose to use a model for the Grassmannian that combines the best
features, suffers from none of the defects of the aforementioned models, and, somewhat surprisingly,
is also simpler:
Gr(k,n) =2{Q € O(n) : Q" = Q, tr(Q) = 2k — n}. (4)

This model, which represents k-dimensional subspace as a symmetric orthogonal matrix of trace
2k — n, is known but obscure. It was mentioned in passing in [10, p. 305] and was used in [42]
to derive geodesics for the oriented Grassmannian, a different but related manifold. Note that (4)
merely provides an expression for points, our main contribution is to derive expressions for other
differential geometric objects and operations, as well as the corresponding optimization algorithms,
thereby fully realizing (4) as a model for optimization. A summary of these objects, operations,
and algorithms is given in Table 1. From a differential geometric perspective, Sections 2-5 may be
regarded as an investigation into the embedded geometry of Gr(k,n) as a submanifold of O(n).

The two key advantages of the model (4) in computations are that:

(i) we represent points on Gr(k,n) as actual matrices, not equivalence classes;

(ii) we work only with orthogonal matrices and in numerical stable ways.
Numerical stability is an important feature of the algorithms for model (4); as we will see in
Section 8, the errors and gradients in our steepest descent and Newton algorithms consistently
reduce to the order of machine precision. Moreover, another bonus with (4) is that the expressions

2Note that im(V3) < im(V2) is equivalent to V1 V{' < V,Vy, which is equivalent to IV Va|| Zkas ViV =V V7 ||? =
2k* — 2||V{" V2 ||2. We thank the referee for this observation.
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OBJECTS/OPERATIONS RESULTS

point Proposition 2.1

change-of-coordinates Proposition 2.2, Proposition 2.3, Proposition 2.4, Proposition 2.5
tangent vector Proposition 3.1, Proposition 3.2, Corollary 3.3
metric Proposition 3.4, Proposition 3.5

normal vector Proposition 3.6, Corollary 3.7

curve Proposition 4.2

geodesic Theorem 4.3, Proposition 4.5

geodesic distance Corollary 4.6

exponential map Corollary 4.4

logarithmic map Corollary 4.7

parallel transport Proposition 4.8

gradient Proposition 5.1, Corollary 5.3

Hessian Proposition 5.2

retraction and vector transport | Proposition 6.4, Proposition 6.5, Proposition 6.6
steepest descent Algorithm 1, Algorithm 2

Newton method Algorithm 3

conjugate gradient Algorithm 4

quasi-Newton Algorithm 5

TABLE 1. Guide to results.

and algorithms in Table 1 are considerably simpler compared to those in [2, 24, 34]. We will not
need to solve quadratic eigenvalue problems, nor compute exp/cos/sin/sinc of nonnormal matrices,
nor even EVD or SVD except in cases when they can be trivially obtained. Aside from standard
matrix arithmetic, our optimization algorithms require just two operations:

(iii) all differential geometric objects and operations can be computed with at most a QR decom-
position and an exponentiation of a skew-symmetric matrix,

exp([_%T 103] >, B e RF*(=H), (5)

The problem of computing matrix exponential has been thoroughly studied and there is a plethora
of algorithms [38, 53], certainly more so than other transcendental matrix functions like cosine,
sine, or sinc [38]. For normal matrices, matrix exponentiation is a well-conditioned problem —
the numerical issues described in [53] only occur with nonnormal matrices. For us, [_]OST Jg ] is
skew-symmetric and thus normal; in fact its exponential will always be an orthogonal matrix.

There are other algorithmic advantages afforded by (4) that are difficult to explain without con-
text and will be discussed alongside the algorithms in Section 7 and numerical results in Section 8.
In particular, our algorithms will work with what we call “effective gradients,” “effective Newton
steps,” “effective conjugate directions,” etc — these are all matrices of size k x (n — k) like the
matrix B in (5), i.e., they have the intrinsic dimension of Gr(k,n). With this we would also like to
add a note of caution. One cannot infer an accurate estimate of computational complexity based on
a simple dimension count of the models in Table 2. There are many differential geometric objects
and operations involved in an algorithm, such as those in Table 1, and not just points. The matrices
arising in actual computations are highly structured and the computational cost depends heavily
on the specific problem.

1.3. Nomenclatures and notations. For easy reference, we will introduce names for the models
(1)—(4) based on the type of matrices used as coordinates for points.

We note that there are actually two homogeneous space models for Gr(k,n) in (1), one as a quo-
tient of O(n) and the other as a quotient of V(k,n). While they are used somewhat interchangeably
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NAME | MODEL COORDINATES FOR A POINT

orthogonal model | O(n)/(O(k) x O(n — k)) equivalence class of n x n orthogonal matrices [V]
Stiefel model V(k,n)/ O(k) equivalence class of n x k orthonormal matrices [Y]
full-rank model Ry ** / GL(k) equivalence class of n x k full-rank matrices [A]

projection model | {P € R™*™: PT = P = P2 tr(P) =k} | n x n orthogonal projection matrix P

involution model | {Q € O(n) : QT = Q, tr(Q) = 2k —n} | n x n symmetric involution matrix Q

TABLE 2. Matrix manifold models for the Grassmannian Gr(k,n).

in [24], we distinguish them in Table 2 as their change-of-coordinates maps to the involution model
are different (see Section 2).

The name involution model is warranted for (4) because for any @ € R™ " any two of the
following conditions clearly imply the third:

QR=I1, Q=@  Q@=1I

Thus a symmetric orthogonal matrix may also be viewed as a symmetric involution or an orthogonal
involution matrix. We will need the eigendecomposition of a matrix in the involution model for all
of our subsequent calculations; for easy reference we state this as a lemma. Such an eigendecom-
position is trivial to compute, requiring only a single Qr decomposition (of the matrix %(I + Q);
see Lemma 7.1).

Lemma 1.1. Let k=1,...,n and Q € R™™™ be such that
QQ=1, Q" =Q, tr(Q)=2k—n.

Then QQ has an eigenvalue decomposition

= Tl T
T | i
Q:V-[k‘,n—k‘v = [yl)”'aykazla"'azn—k‘] -1 ZT )
1
L —1] _Z;rl_k_
where V € O(n) and Iy, p—j, = diag(l, —I—) = diag(1,...,1,-1,...,—1).

Proof. Existence of an eigendecomposition follows from the symmetry of ). A symmetric involution
has all eigenvalues +1 and the multiplicity of 1 must be k since tr(Q) = 2k — n. O

Henceforth, for a matrix ) in the involution model, we write

Yo =[y1,...,yx] € V(k,n), Zqg = |z1,...,2n—k) € V(n —k,n),

Vo =Yg, Zgl =V € O(n) ©)

for its matrix of l-eigenvectors, its matrix of —1-eigenvectors, and its matrix of all eigenvectors
respectively. While these matrices are not unique, the 1-eigenspace and —1-eigenspace

im(Yg) = span{y1,...,yx} € Gr(k,n), im(Zg) = span{z1,..., 2,1} € Gr(n —k,n)

are uniquely determined by Q.
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2. POINTS AND CHANGE-OF-COORDINATES

We begin by exhibiting a diffeomorphism to justify the involution model, showing that as smooth
manifolds, Gr(k,n) and {Q € O(n) : Q" = Q, tr(Q) = 2k — n} are the same. In the next section,
we will show that if we equip the latter with appropriate Riemannian metrics, then as Riemannian
manifolds, they are also the same, i.e., the diffeomorphism is an isometry. The practically minded
may simply take this as establishing a system of matrix coordinates for points on Gr(k,n).

Proposition 2.1 (Points). Let k =1,...,n. Then the map

¢ :Gr(k,n) - {Q €0(n): Q" =Q, tr(Q) =2k — n}, )
LP(W) = PW — PWJ_,

is a diffeomorphism with ¢=1(Q) = im(Yy) where Yg € V(k,n) is as in (6). Here Py denotes the
orthogonal projection matrix to the subspace W.

Proof. One can check that ) = Pyw — Py is symmetric, orthogonal, and has trace 2k — n. So
the map ¢ is well-defined. If we write (Q) = im(Yyp), then p(¥(Q)) = Q and ¥((W)) =W, so
¥ = o~ 1. To see that ¢ is smooth, we may choose any local coordinates, say, represent W € Gr(k, n)
in terms of any orthonormal basis W = [w1, ..., wi] € V(k,n) and observe that

(W) =2WWT — 1,
which is smooth. With a linear change-of-coordinates, we may assume that
_ |k
W= M |

The differential (dp)w is given by the (clearly invertible) linear map

e () ([ 1[5 0)-2[2 %]

for all X € R("=k)*xk Qo ¢ is a diffeomorphism. O

Since the manifolds in Table 2 are all diffeomorphic to Gr(k,n), they are diffeomorphic to each
other. Our next results are not intended to establish that they are diffeomorphic but to construct
these diffeomorphisms and their inverses explicitly, so that we may switch to and from the other
systems of coordinates easily.

In the next proposition, [V] = {V[%l 632} 1 Q1 € O(k), Q2 € O(n — k:)} denotes equivalence
class in O(n)/(O(k) x O(n — k)).
Proposition 2.2 (Change-of-coordinates I). Let k =1,...,n. Then

o1+ 0(m)/(O(k) x O(n — )) > {Q € O(n) : Q" = Q, t+(@) = 2% —n},
(VD) = Vg1V
is a diffeomorphism with o7 (Q) = [V] with Vg € O(n) as in (6).
Proof. Note that Q = ViIj Vi’ = Vol Vo iff
amufe g]

for some (Q1,Q2) € O(k) x O(n — k) iff [V41] = [V2]. Hence both ¢; and ¢! are well-defined and
are inverses of each other. Observe that (; is induced from the map

21:0(n) »{QeO0n):Q"=Q, tr(Q) =2k —n}, &1(V)=V"I}, iV,
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which is a surjective submersion. The proof that <p1_1 is well-defined shows that the fibers of ¢ are
exactly the O(k) x O(n — k)-orbits in O(n). Hence ¢1, as the composition of ¢; and the quotient
map O(n) = O(n)/(O(k) x O(n — k)), is a diffeomorphism. O

The next result explains the resemblance between the projection and involution models — each
is a scaled and translated copy of the other. The scaling and translation are judiciously chosen so
that orthogonal projections become symmetric involutions, and this seemingly innocuous difference
will have a significant impact on the numerical stability of Grassmannian optimization algorithms.

Proposition 2.3 (Change-of-coordinates II). Let k =1,...,n. Then
@2 {PER™": PT=P =P tr(P)=k} - {Q €0(n): Q" = Q, tr(Q) = 2k — n},
w2 (P)=2P —1
is a diffeomorphism with o3 (Q) = 1(I+Q).

Proof. Note that 2P — I = P — P+ where P is the projection onto the orthogonal complement of
im(P), so both ¢ and @5 L are well-defined. They are clearly diffeomorphisms and are inverses to
each other. O

In the next proposition, [Y] ={YQ : Q € O(k)} denotes equivalence class in V(k,n)/ O(k).
Proposition 2.4 (Change-of-coordinates III). Let k =1,...,n. Then

p3: V(k,n)/ O(k) = {Q € O(n) : QT = Q, tx(Q) = 2k — n},
e3([Y]) = 2YY" — I

is a diffeomorphism with p31(Q) = [Yo] with Yo € V(k,n) as in (6).

Proof. Given [Y] € V(k,n)/ O(k), the matrix YY" is the projection matrix onto the k-dimensional
subspace im(Y') € Gr(k,n). Hence ¢3 is a well-defined map by Proposition 2.3. To show that its
inverse is given by 13(Q) = [Yg], observe that any Y € V(k,n) can be extended to a full orthogonal
matrix V := [V, Y] € O(n) and we have

VY = [I(f] . Q=2YY" —-I=V ﬁl)’f 8} VI— I =V, V"
This implies that 3 0 p3([Y]) = [Yo] = [Y]. That ¢3 is a diffeomorphism follows from the same
argument in the proof of Proposition 2.1. O

In the next proposition, [A] = {AX : X € GL(k)} denotes equivalence class in RZXk / GL(k).
Also, we write A = Y4 R4 for the QR factorization of A € RZXk, ie., Y4 € V(k,n)and Ry € RFXF
is upper triangular.

Proposition 2.5 (Change-of-coordinates IV). Let k =1,...,n. Then
p1: RPF/GL(K) = {Q € O(n) : Q" = Q, tr(Q) = 2k — n},
ei([A]) = 2YaY] — 1
is a diffeomorphism with ©;(Q) = [Yo] with Yg is as in (6).
Proof. First observe that V(k,n) C RZXk and the inclusion map V(k,n) — RZXk induces a dif-
feomorphism V(k,n)/ O(k) = RZ”/ GL(k) — if we identify them, then ;' becomes @3 in

Proposition 2.4 and is thus a diffeomorphism. It follows that ¢4 is a diffeomorphism. That the
maps are inverses to each other follows from the same argument in the proof of Proposition 2.4. [
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The maps @, p1, V2, Y3, P4 allow one to transform an optimization problem formulated in terms
of abstract k-dimensional subspaces or in terms of one of the first four models in Table 2 into a
mathematically (but not computationally) equivalent problem in terms of the involution model.
Note that these are change-of-coordinate maps for points — they are good for translating expres-
sions that involve only points on Gr(k,n). In particular, one cannot simply apply these maps to
the analytic expressions for other differential geometric objects and operations in [2, 24, 34] and
obtain corresponding expressions for the involution model. Deriving these requires considerable
effort and would take up the next three sections.

Henceforth we will identify the Grassmannian with the involution model:

Gr(k,n) = {Q € O(n) : Q7 = Q, tr(Q) = 2k — n},
i.e., in the rest of our article, points on Gr(k,n) are symmetric orthogonal matrices of trace 2k —n.
With this, the well-known isomorphism

Gr(k,n) = Gr(n — k,n), (8)
which we will need later, is simply given by the map @ — —Q.

3. METRIC, TANGENTS, AND NORMALS

The simple observation in Lemma 1.1 implies that a neighborhood of any point @ € Gr(k,n) is
just like a neighborhood of the special point Iy, = diag(ly, —I,—) € Gr(k,n). Consequently,
objects like tangent spaces and curves at () can be determined by simply determining them at
It n—k. Although Gr(k,n) is not a Lie group, the involution model, which models it as a linear
section of O(n), allows certain characteristics of a Lie group to be retained. Here Iy ,,_j has a role
similar to that of the identity element in a Lie group.

We will provide three different expressions for vectors in the tangent space Tg Gr(k,n) at a point
Q € Gr(k,n): an implicit form (9) as traceless symmetric matrices that anticommutes with @ and
two explicit forms (10), (11) parameterized by k x (n — k) matrices. Recall from Lemma 1.1 that
any @ € Gr(k,n) has an eigendecomposition of the form Q = VI, V" for some V € O(n).

Proposition 3.1 (Tangent space I). Let Q € Gr(k,n) with eigendecomposition Q = VI V'.
The tangent space of Gr(k,n) at Q is given by

T Gr(k,n) = {X e R”": X" =X, XQ+ QX =0, tr(X) =0} (9)
= {v BT ]g] VTGR"X":BeRkX("k)} (10)
= {QV [_%T ﬂ VTeR™™: B¢ ka(n—’f)} : (11)

Proof. By definition, a curve v in Gr(k,n) passing through @ satisfies

YO =) =0, yO)v(®) =In, tr(y(t)) =2k —n, teE(—¢,e),
together with the initial condition 7(0) = Q. Differentiating these equations at ¢t = 0, we get

Y(0)"=4(0) =0, §(0)'Q +Q"(0) =0, tx(%(0)) =0,
from which (9) follows. Now take X € Tq Gr(k,n). By (9), VXV, = VT(XQ)V is skew-
symmetric and VXV is symmetric. Partition
A B
BT C
Note that A and C' are symmetric matrices since X is. So if

: [A B][1 0] [A -B
VXVI’“’"’“_[BT cllo -1~ |B" —-C

WXV_[ y AR B e RX0D, ¢ ¢ RO-HIX0R),
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is skew-symmetric, then we must have A = 0 and C' = 0 and we obtain (10). Since Q = VI, V"
and @ = Q", (11) follows from (10) by writing V' = QV I}, . O

The implicit form in (9) is inconvenient in algorithms. Of the two explicit forms (10) and (11),
the description in (10) is evidently more economical, involving only V', as opposed to both @ and V'
as in (11). Henceforth, (10) will be our preferred choice and we will assume that a tangent vector
at @ € Gr(k,n) always takes the form

X=V [E?T ﬁ’] s (12)

for some B € RF*("=k)  This description appears to depend on the eigenbasis V, which is not
unique, as () has many repeated eigenvalues. The next proposition, which relates two represen-
tations of the same tangent vector with respect to two different V’s, guarantees that the tangent
space obtained will nonetheless be the same regardless of the choice of V.

Proposition 3.2 (Tangent vectors). If Vily V" = Q = Valy i V5, then any X € Tq Gr(k,n)
can be written as
_ 0 B| .+ _ 0 Q1BQS| 1
r=h [BT 0] =" [QzBTQI 0o |
for some Q1 € O(k) and Q2 € O(n — k) such that

Q1 0
Vo =V . 13
= (Y, (13)
Proof. This is a consequence of the fact that ViIj, ,_ V" = Q = Valy ,,— V5 iff there exist Q1 € O(k)
and Q2 € O(n — k) such that (13) holds. O

Another consequence of using (10) is that the tangent space at any point @ is a copy of the tangent
space at Iy ,_k, conjugated by any eigenbasis V' of Q; by Proposition 3.2, this is independent of
the choice of V.

Corollary 3.3 (Tangent space II). The tangent space at Iy, is

Ty, . Gr(k,n) = {[ng ﬂ B¢ R’“X(”’“)} :
For any Q € Gr(k,n) with eigendecomposition Q = VI, V7,
Tq Gr(k,n) =V (Ty,,,_, Gr(k,n))V".
With the tangent spaces characterized, we may now define an inner product (-,-)g on each
Tq Gr(k,n) that varies smoothly over all @ € Gr(k,n), ie., a Riemannian metric. With the

involution model, Gr(k,n) is a submanifold of O(n) and there is a natural choice, namely, the
Riemannian metric inherited from that on O(n).

Proposition 3.4 (Riemannian metric). Let Q € Gr(k,n) with Q@ = VI, V" and

0 C

B 0 B, _
xov[% B vev]

} VT e TgGr(k,n).
Then

(X,Y)g =tr(XY) =2tr(B'C) (14)
defines a Riemannian metric. The corresponding Riemannian norm is

IXllg = V(X, X)q = X[l = V2[|Bls. (15)
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The Riemannian metric in (14) is induced by the unique (up to a positive constant multiple)
bi-invariant Riemannian metric on O(n):

go(X,Y) =tr(X'Y), Qe€O0(n), X,YecTgO(n).
Here bi-invariance may be taken to mean
ngQVQT(‘/iX‘éTv VlYI/QT) =9Q (Xv Y)

for all Q, V1, V2 € O(n) and X,Y € Tg O(n).

There are also natural Riemannian metrics [2, 24, 34] on the other four models in Table 2 but
they differ from each other by a constant. As such, it is not possible for us to choose our metric
(14) so that the diffeomorphisms in Propositions 2.2-2.5 are all isometry but we do have the next
best thing.

Proposition 3.5 (Isometry). All models in Table 2 are, up to a constant factor, isometric as
Riemannian manifolds.

Proof. We verify that the diffeomorphism ¢; in Proposition 2.2 gives an isometry between the
orthogonal model and the involution model up a constant factor of 8. A tangent vector [24,
Equation 2.30] at a point [V] € O(n)/(O(k) x O(n — k)) takes the form

1% [_%T ﬂ € Ty O(n)/(O(k) x O(n — k), B e RF*(=k);

and the Riemannian metric [24, Equation 2.31] on O(n)/(O(k) x O(n — k)) is given by

0 B 0 B
gy (V |:—BI 01:| vV |:—Bg 02:|> = tr(BIBQ)-

At I, the differential can be computed by

0 B 0 B 0 B
(d%)“"“(I” [—BT ODZH’“’""“ [—BT 0]:2[BT 0]'

Since both g and (-, -) are invariant under left multiplication by O(n), we have

(sl 5 8] ol 5 5], 1

The proofs for g, @3, @4 are similar and thus omitted. O

As the above proof shows, the diffeomorphism (1 may be easily made an isometry of the orthog-
onal and involution models by simply changing our metric in (14) to “(X,Y)q = £ tr(XY).” Had
we wanted to make 9 into an isometry of the projection and involution models, we would have to
choose “(X,Y)q = 5tr(XY)” instead. We see no reason to favor any single existing model and
we stick to our choice of metric in (14).

In the involution model, Gr(k,n) C O(n) as a smoothly embedded submanifold and every point
Q@ € Gr(k,n) has a normal space Ng Gr(k,n). We will next determine the expressions for normal
vectors.

Proposition 3.6 (Normal space). Let Q € Gr(k,n) with Q = VI, ,V'. The normal space of
Gr(k,n) at Q is given by

A O A € kak’ Ay € R(n—k)x(n—k)}
Ng Cr(k,n) =V VT e R .
@ Grik.n) { [0 Az] AT=—Ay, AJ=—A,
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Proof. The tangent space of a point @ € O(n) is given by
ToO(n) = {QA € R™™ : AT = —A}.
A tangent vector QA € Tg O(n) is normal to Gr(k,n) at Q iff
0= (X,QA)g = tr(X"QA),

for all X € Tg Gr(k,n). By (12), X = V[BOT jOB]VT where Q = VI, V'. Thus

tr (VTAV [1; _OBD =0 (16)

for all B € R¥*("=k)  Since (16) must hold for all B € RF*("=%) e must have

A 0],
A_V[O AJV, (17)

x (n—k)

for some skew-symmetric matrices A; € R¥*F Ay € R("—F) , and therefore,

At 0

_ T _
QA=VIp VA=V [0 A

v
Conversely, any A of the form in (17) must satisfy (16). O

Propositions 3.1 and 3.6 allow us to explicitly decompose the tangent space of O(n) at a point
Q € Gr(k,n) into

To O(n) = Tg Gr(k,n) ® Ng Gr(k, n),

— 0 B T Al 0 T
QA_QV[_BT O}V +V[0 AQ]V.

For later purposes, it will be useful to give explicit expressions for the two projection maps.
Corollary 3.7 (Projection maps). Let Q € Gr(k,n) with Q = VI, VT and
projg : Tg O(n) — Tg Gr(k,n), projg : Tg O(n) = Ng Gr(k,n)
be the projection maps onto the tangent and normal spaces of Gr(k,n) respectively. Then
projf(@A) = L (QA — AQ) = LV(S + SV,
projf (@A) = £(QA +AQ) = V(S — SV,
for any decomposition QA = V.SV where S € R™" is such that Iy, ,,—1S is skew-symmetric.

Proof. We see from Propositions 3.1 and 3.6 that the maps are well defined, i.e., %(QA —AQ) €
Tq Gr(k,n) and 3(QA + AQ) € Ng Gr(k,n), and the images are orthogonal as

(QA — AQ, QA + AQ)g = 0.

The alternative expressions follow from taking S = Iy, ,— VT AV. O
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4. EXPONENTIAL MAP, GEODESIC, AND PARALLEL TRANSPORT

An explicit and easily computable formula for a geodesic curve is indispensable in most Rie-
mannian optimization algorithms. By Lemma 1.1, any @ € Gr(k,n) can be eigendecomposed as
Vi VT for some V € O(n). So a curve 7 in Gr(k, n) takes the form

V(t) = V() lkn-kV (1), (19)
with V(¢) a curve in O(n) that can in turn be written as
V(t) = Vexp(A(t)), (20)

where A(t) is a curve in the space of n x n skew-symmetric matrices, A(0) = 0, and V(0) = V. We
will show in Proposition 4.2 that in the involution model the curve A(t) takes a particularly simple
form. We first prove a useful lemma using the ¢s decomposition [29, 60].

Lemma 4.1. Let A € R™" be skew-symmetric. Then there exist B € R¥*("=K) and two skew-
symmetric matrices Ay € RF¥k Ay € RK)X(=k) qych that

B 0 B A1 0
exp(A) = exp([_BT 0]) exp([ 0 A2]>' (21)
Proof. By (8), we may assume k < n/2. Let the ¢s decomposition of @ := exp(A) € O(n) be

U 0} cos® sin® 0 [

.
Q= [0 v —sin® cos® 0 V(I)/ 2} , (22)
0 0 In—2k

where U W € O(k), V,Z € O(n — k), © = diag(#y,...,0) with 0; € [0,27], i = 1,..., k. Next
we will show that we may always choose U, W, V, Z to have determinant one, i.e., U,W € SO(k),
V,Z € SO(n — k). To see this, note that

cos® sin© 0
det(Q) = det(exp(A)) =1, det | —sin® cos® 0 | =1,
0 0 In—?k

and so we must have det(U) det(W) det(V)det(Z) = 1. If det(U) = det(W) = det(V) = det(Z) =
1, then we are done. If either two of them, or all four of them have determinant —1, let fj =
diag(1,...,—1,...,1), i.e., the identity matrix with its jth diagonal entry replaced by —1, then
inserting I and I k+1 in (22) allows us to change the signs of the determinants at will. For example,
if det(U) = det(Z) = —1, det(W) = det(V) = 1, then

3 : Q! Y]
U ool.. co.s@ sin © 0 o wool” U0 co.s@/ sm@/ 0 W ool"
Q= LI [—sin® cos® 0 Ty Ik = | | —sin® cos© 0 ,
0V 0 Zz 0 Vv 0 Z
0 0 I o 0 0 In_ok

and the new matrices U', V', W', Z' now satisfy det(U’) = det(V') = det(W’) = det(Z’) = 1. It is
easy to check that in all cases, we may assume that U, W € SO(k), V, Z € SO(n — k) without loss
of generality. Now

U o cos © sin®© 0 U 0o 0 © 0 v ol"\ v o
0 vl |sin O cosO 0 =expl |y 1 -0 0 0 0V 0 v
0 0 Lok 0 0 O

“eo( L o)) [o v

where B := U[©,0]VT € RF*("=%) with 0 € RF*("=2k)  As UWT € SO(k) and VZ" € SO(n — k), we
can find skew symmetric matrices A, Ag with exp(A;) = UWT and exp(A2) = VZT asrequired. [0
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Proposition 4.2 (Curve). Let Q € Gr(k,n) with eigendecomposition Q = VI ,_V'. Then a
curve y(t) in Gr(k,n) through Q may be expressed as

sy =ves ([ Z0)) temven ([ 0] ) 23)

for some curve B(t) in R¥*("=K) through the zero matriz.
Proof. By (19) and (20), we have
~y(t) = Vexp(A(t))Ikm_k exp(—A(t))VT.

By Lemma 4.1, we may write

st e[ ) (49 13])

which gives the desired parametrization in (23). O

Proposition 4.2 yields another way to obtain the expression for tangent vectors in (12). Differ-
entiating the curve in (23) at ¢t = 0, we get

(0) =V <[_2£(0)T _2?)(0)]) VT e TgGr(k,n).

Choosing B(t) to be any curve in R¥*("=%) with B(0) = 0 and B(0) = —B/2, we obtain (12).

The key ingredient in most manifold optimization algorithms is the geodesic at a point in a
direction. In [24], the discussion regarding geodesics on the Grassmannian is brief: Essentially, it
says that because a geodesic on the Stiefel manifold V(k,n) takes the form @ exp(tA), a geodesic
on the Grassmannian V(k,n)/ O(k) takes the form [Q exp(tA)]. It is hard to be more specific when
one uses the Stiefel model. On the other hand, when we use the involution model, the expression
(25) in the next theorem describes a geodesic precisely, and any point on v can be evaluated with
a single QR decomposition (to obtain V', see Section 7.1) and a single matrix exponentiation (the
two exponents are transposes of each other).

Theorem 4.3 (Geodesics I). Let Q € Gr(k,n) and X € Tg Gr(k,n) with

Q= kayn_kVT, X=V |:B£)T §:| V. (24)
The geodesic v emanating from @ in the direction X is given by
B t{0 -B t{ 0 B T
A(t) = Vexp (2 [BT / ]) Ty e3P (2 [_BT 0]) v (25)
The differential equation for -y is
YA =5 () =0,  (0)=Q,  (0)=X. (26)

Proof. By Proposition 4.2, any curve through ¢ must take the form

qo=ven ([ 2 e ([ 2],

where B(0) = 0. Since ~ is in the direction X, we have that 4(0) = X, and thus B(0) = —B/2. It
remains to employ the fact that as a geodesic, « is a critical curve of the length functional

1
L(y) = /0 148 1y
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where the Riemannian norm is as in (15). Let ¢ > 0. Consider a variation of (¢) with respect to
a Cl-curve C(t) in RF*(—F).

ve(t) = Vexp ([_B(t)T 0_ o B(t) JB eC(t)D L1 exp ({B(t)T fgcw —B(t) " EC(t)D VT

We require C'(0) = C'(1) = 0 so that . is a variation of v with fixed end points. The tangent vector
of . at time t is given by

Vexp ({—B(t)T 0— eC(t)" o BeC(t)D (_2 [B(t) +05C*(t)T B Bgc(t)D exp dB(t)T J(r)eC(t)T o0 (; eC(t)D v

and 80 [|[Ve ()[4 1) = 2v/2||B(t) + eC(t)||¢ where || - ||¢ denotes Frobenius norm. Hence,

(e
o:iL(%(t)) 80:2\/5/0 Wdt

de
As (1) is a geodesic, [|§(t)]|y() and thus | B(t)|| must be a constant K > 0. Therefore, we have
1 ! . ) 1 ! ..
0= / tr(B()"C(t)) dt = —/ tr(B(t)"C(t)) dt,
K Jo K Jo

implying that B(t) = 0 and thus B(t) = tB(0) = —tB/2. Lastly, since

+8) = Vexp ({_Bo(tf B(()t)D (_2 [B(ot)T Bét)D exp ({B(Ot)T *Eé(t)D as

(e G B PR (e L
and the differential equation for a geodesic curve =y is
proj,y(5) =0,  4(0)=Q,  4(0) =X,
we obtain (26) from the expression for tangent projection in (18). O

Theorem 4.3 also gives the exponential map of X.

Corollary 4.4 (Exponential map). Let Q € Gr(k,n) and X € Tg Gr(k,n) be as in (24). Then

1{0 -B 110 B
expo(X) :=7(1) = Vexp <2 [BT 0 ]) It p—1 €xp <2 [—BT O]) VT (28)
The length of the geodesic segment from v(0) = 0 to (1) = expg(X) is
L(y) = [IX[lr = V2[|B]- (29)

The Grassmannian is geodesically complete and so any two points can be joined by a length-
minimizing geodesic. In the next proposition, we will derive an explicit expression for such a
geodesic in the involution model. By (8), there will be no loss of generality in assuming that
k < n/2 in the following — if £ > n/2, then we just replace k by n — k.

Proposition 4.5 (Geodesics II). Let k < n/2. Let Qo,Q1 € Gr(k,n) with eigendecompositions
Qo = Volpn-iVy and Q1 = Vil n—V]'. Let the CS decomposition of ViiVi € O(n) be
U O] cos® sin® 0 {

0V —sin® cos® 0

0 0 In-2k
where U W € O(k), V,Z € O(n—k), © = diag(fy, ..., 0;) € R¥*E. Then the geodesic ~ connecting

QO to Ql 18
t| 0 -8B t 0 B
s =tion (58 )Y e (4] 9 )

(30)

w o]'
v | -
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where B = —2U[0,0]VT € RFX(=k) yith 0 € RF*(n=2k),
Proof. By Theorem 4.3, v is a geodesic curve emanating from v(0) = VoIy n—Vy = Qo. It remains
to verify that
1o -B 1] 0 B
7(1) = Voexp (2 _BT 0 :|> Ik,n—k €Xp (2 |:_BT O:|> ‘/OT = Qla
when B = —2U[©,0]V". Substituting the expression for B,
S 0 O 0] 0 -0 0 .
+(1) = W Ié 3 exp||-© 0 0| | Lnsexp[ @ 0 0 ﬁ ‘H vy
S 0 0 0 0 0 0
- 1 [ cos® sin® 0 ] cos® —sin®@ 0 T
=1, [({ 3 —sin® cos® 0 | Ign—rk |siNO cos© 0 [U(; XET} Vo
L 1 0 0 In,Qk_ 0 0 Ik
- 1 [ cos® sin® 0 ] T cos® —sin® 0 T
=W [({ 3 —sin® cos© 0 {V[(; ZOT] T n—k F/g g} sin® cos© 0 F{) XBT] Vy
- L 0 0 In—2k_ 0 0 In_k
where the last equality holds because we have
I _wT o0 I W 0
kn—k — 0 7 kn—k 0 Z
whenever W € O(k) and Z € O(n — k). By (30), the last expression of v(1) equals
VoVo Vi) I n—t (Vo VI)' VY = Vil n—i Vi = Q1.
O

The geodesic expression in Proposition 4.5 requires a ¢s decomposition [29, 60] and is more
expensive to evaluate than the one in Theorem 4.3. Nevertheless, we do not need Proposition 4.5
for our optimization algorithms in Section 7, although its next corollary could be useful if one wants
to design proximal gradient methods in the involution model.

Corollary 4.6 (Geodesic distance). The geodesic distance between Qo, Q1 € Gr(k,n) is given by

B k 9 1/2 B k 1/2
d(Qo, Q1) = 2\@(21‘:1 oi(B) ) N 2\/5(21‘:1 Hi) (31)
where B € RF*(=k) 4nd © € R¥** are as in Proposition 4.5.
Proof. By (29), L(v) = v2||Bl|r = 2v/2|0||¢ with B = —2U[0©,0]V " as in Proposition 4.5. O

The last expression in (31) differs from the expression in [24, Section 4.3] by a factor of 2v/2,
which is exactly what we expect since the metrics in the involution and orthogonal models differ
by a factor of (21/2)% = 8, as we saw in the proof of Proposition 3.5.

The notion of a logarithmic map is somewhat less standard and we remind readers of its definition.
Given a Riemannian manifold M and a point x € M, there exists some r > 0 such that the
exponential map exp, : B,(0) — M is a diffeomorphism on the ball B,(0) C T, M of radius
r centered at the origin [22, Theorem 3.7]. The logarithm map, sometimes called the inverse
exponential map, is then defined on the diffeomorphic image exp,, (BT (O)) C M by

log,, : exp,, (BT(O)) — Ty M, log,(v) = expgl(v)

for all v € exp, (BT(O)). The largest r so that exp, is a diffeomorphism on B,.(0) is the injectivity
radius at x and its infimum over all x € M is the injectivity radius of M.



16 Z. LAI, L.-H. LIM, AND K. YE

Corollary 4.7 (Logarithmic map). Let Qo, Q1 € Gr(k,n) be such that d(Qo, Q1) < v2m. Let
Vo, V1 € O(n), and B € RF*("=k) be as in Proposition 4.5. The logarithmic map at Qo of Q1 is

0 -—-B
g0, (@) = Vo g | 5.

Proof. The injectivity radius of Gr(k,n) is well known to be 7/2 [68]. Write B,(0) = {X €
Tg, Gr(k,n) : | X|lg < 7} and BY(Qo) = {Q € Gr(k,n) : d(Qo,Q) < r}. By Corollaries 4.4 and
4.6,

expg, (Br/2(0)) = Bl (Qo).
By Corollary 4.4 and Proposition 4.5, log, : B, 5,(Qo) — Gr(k, n) has the required expression. [J

We end this section with the expression for the parallel transport of a vector Y along a geodesic
~ at a point @ in the direction X. This will be an essential ingredient for conjugate gradient and
Newton methods in the involution model (see Algorithms 3 and 4).

Proposition 4.8 (Parallel transport). Let Q € Gr(k,n) and X,Y € Tg Gr(k,n) with
— T _ 0 B T o 0 C T
Q= VIk,n—kV ) X=V |:BT 0 Ve, Y=V cT o0 Ve,

where V € O(n) and B,C € RF*("=k) " Let ~ be a geodesic curve emanating from Q in the direction
X. Then the parallel transport of Y along ~y is

B tfo —-B)\[0o C t[ 0 B\ -+
Y(t) =Vexp <2 [BT 0 ]) [CT 0} exp <2 [—BT 0])‘/ . (32)
Proof. Let v be parametrized as in (25). A vector field Y'(¢) that is parallel along ~(¢) may, by
(12), be written in the form

romven (8 ) e V(oL 8}

for some curve C(t) in R¥*("=%) with C(0) = C. Differentiating Y (t) gives

o -ven(3 [ ) IGO0 (5 )

Since Y (t) is parallel along ~y(t), we must have
projg(t) (Y(t)) =0,
which implies that C(¢) = 0 and thus C(t) = C(0) = C, giving us (32). O

A word about our notation for parallel transport, or rather, the lack of one. Note that Y (¢)
depends on v and to indicate this dependence, we may write Y, (¢). Other common notations
include 7Y [33], PJ'Y [41], v4(Y) [47] (s = 0 for us) but there is no single standard notation.

5. GRADIENT AND HESSIAN

We now derive expressions for the Riemannian gradient and Hessian of a C? function f :
Gr(k,n) — R in the involution model with (10) for tangent vectors. As a reminder, this means:

Gr(k,n)={QeR™":Q'Q =1, Q" =Q, tr(Q) =2k —n},

0 B

33
']I‘QGr(k,n):{V [BT O]VTGR”X":BERkX("_k)}, (33)

where QQ = VI V.
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Let @ € Gr(k,n). Then the Riemannian gradient Vf at @ is a tangent vector Vf(Q) €
Tq Gr(k,n) and, depending on context, the Riemannian Hessian at () is a bilinear map:

V3(Q) : Tg Gr(k,n) x Tg Gr(k,n) — R.
Proposition 5.1 (Riemannian gradient I). Let f : Gr(k,n) — R be C*. For any Q € Gr(k,n),

write
= of ]” R™*™ 34
fo = | 5(@) e (34)
Then .
VI(@Q) = Z[fQ“‘fé - Q(fq + f5)Q]. (35)

Proof. The projection of QX € TgR" "™ to Tg O(n) is Q(X — XT)/2. Therefore the projection of
fo € TogR™™ to Tg O(n) is (fo — Qfé@)/z Composing this with the projection of Tg O(n) to
Tg Gr(k,n) given in (18), we get

Vf(Q) = projg <fQ2QfQQ

as required. n

) = o+ 73 - QroQ - Q140)

Proposition 5.2 (Riemannian Hessian I). Let f : Gr(k,n) — R be C2. For any Q = VI, V' €
Gr(k,n), let fg be as in (34) and

foq(X) = [Zn: (W(Q)>$ij}n » Jae(X,Y) Z
52 06;;0qr1 k=1 ijiil=1

ij Ykl
8% j aC]kl ) i

As a bilinear map, the Hessian of f at QQ is given by

1
VH(Q)(X.Y) = faoX.Y) — L tr(fHQXY +YX) (36)
for any XY € Tg Gr(k,n).
Proof. Let v be a geodesic curve emanating from @ in the direction X € Tg Gr(k,n). Then
d? d

VHQUXX) = o f60)| = Gr(Tuito)

= foo(X) + tr(f55(0)).

t=0
Since ~y(t) is given by (25),

50 =v [ 57 v =iy

and so
V(Q)(X, X) = foo(X) — tr(fHQX?).

To obtain V2f(Q) as a bilinear map, we simply polarize the quadratic form above:
VH(Q)X,Y) = L [VHQ)X + Y, X +Y) - VH(@)(X, X) - Q)Y V)]
= % fao(X +Y) = foo(X) — feo(Y) — tr(fOQ(XY + Y X))

= foo(X,Y) — %tr(féQ(XY +YX)).
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Our optimization algorithms require that we parameterize our tangent space as in (33) and we
need to express Vf(Q) in such a form. This can be easily accomplished. Let E;; € RE*(=k) he the
matrix whose (4, j) entry is zero and other entries are one. Let

0 Ej

Then Bg == {X;; : 4 =1,...,k, j =1,...,n — k} is an orthogonal (but not orthonormal since
Riemannian norm || X;;||q = 1/v/2) basis of Tg Gr(k,n).

Corollary 5.3 (Riemannian gradient II). Let f, Q, fo be as in Propositions 5.1. If we partition

A B
Vo + 1V = v 0] (39)
where A € RF*k B e RFx(n=k) - ¢ R(W=K)x(n=k) " ¢pep,
1 0 B
Q) =5V 5 o] V" (39)
Proof. By (38), we may rewrite (35) as
1/ [A B]. . A —Bl .2\ _1.[0 B] .
w@=3 (V[ e]v-vls Fv)-avle o)
([

In our optimization algorithms, (38) is how we actually compute Riemannian gradients. Note
that in the basis Bg, the gradient of f is essentially given by the matrix B/2 € RF*(=k) Qo in
algorithms that rely only on Riemannian gradients, we just need the top right block B, but the
other blocks A and C would appear implicitly in the Riemannian Hessians.

We may order the basis Bg lexicographically (note that Xj;’s are indexed by two indices), then
the bilinear form V2f(Q) has the matrix representation

V2(Q)(X11, X11) VI (Q)(X11, X12) ... VH(Q)(X11, Xkm—k)
| VX2, X)) VH(Q) (X2, Xi2) . VAA(Q) (X2, Xpni) (40)
Q — : . .
VI (Q)( Xkt X11) VH(Q) Xkt X12) -+ VH(Q)(Xkn—tr Xk—k)

In practice, the evaluation of Hg may be simplified; we will discuss this in Section 7.3. To summa-
rize, in the lexicographically ordered basis Bg,

1 k(n—k) 2 _ k(n—k) xk(n—k)
(V/(@Q)], = 5 vee(B) €RHD, [V¥(Q)], = Ho e R ,
and the Newton step S € R¥*("¥) is given by the linear system

He vee(S) = —%vec(B). (41)

6. RETRACTION MAP AND VECTOR TRANSPORT

Up till this point, everything that we have discussed is authentic Riemannian geometry, even
though we have used extrinsic coordinates to obtain expressions in terms of matrices and matrix
operations. This section is a departure, we will discuss two notions created for sole use in manifold
optimization: retraction maps [5, 58] and vector transports [3]. They are relaxations of exponential
maps and parallel transports respectively and are intended to be pragmatic substitutes in situations
where these Riemannian operations are either too difficult to compute (e.g., requiring the expo-
nential of a nonnormal matrix) or unavailable in closed form (e.g., parallel transport on a Stiefel
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manifold). While the involution model does not suffer from either of these problems, retraction
algorithms could still serve as a good option for initializing Riemannian optimization algorithms.

As these definitions are not found in the Riemannian geometry literature, we state a version of
[3, Definitions 4.1.1 and 8.1.1] below for easy reference.

Definition 6.1. A map R : TM — M, (z,v) — Rz(v) is a retraction map if it satisfies the
following two conditions:

(a) R.(0) = for all x € M,

(b) dR,(0) : T, M — T, M is the identity map for all z € M.

AmapT:TMa&TM — T M associated to a retraction map R is a vector transport if it satisfies
the following three conditions:

(i) T(z,v,w) = (Ry(v), Tp,n(w)) for all z € M and v, w € T, M;

(i) Ty o(w) =w for all z € M and w € T, M,

(ill) Ty o(ar1wr + agwa) = a1y o (w1) + a1y »(w2) for all aj,a2 € R, x € M, and v, wy,wy € Ty M.

Here TM & T M is a direct sum of vector bundles and each element is parametrized by a point
x € M and two tangent vectors v,w € T, M. The condition (i) says that the vector transport T is
compatible with its retraction map R, and also defines the map T, : T, M — T, M. Note that v
is the direction to move in while w is the vector to be transported.

For the purpose of optimization, we just need R and T to be well-defined on a neighbourhood of
M= {(z,0)0 e TM} CTM and M = {(2,0,0) e TM&TM} CTM&T M respectively. If R and
T are C' maps, then various optimization algorithms relying on R and 7" can be shown to converge
[3], possibly under the additional assumption that M has nonnegative [18] or bounded sectional
curvature [63]. In particular, these results apply in our case since being a compact symmetric space,
Gr(k,n) has both nonnegative and bounded sectional curvature [14, 72].

Example 6.2 (Projection as retraction). For a manifold M embedded in Euclidean space R™ or
R™*™ we may regard tangent vectors in T, M to be of the form x + v. In this case an example of
a retraction map is given by the projection of tangent vectors onto M,
Ra(v) = argmin [l + v — y]|
yeM
where || - || is either the 2- or Frobenius norm. By [4, Lemma 3.1], the map R, is well-defined for
small v and is a retraction.

We will give three retraction maps for Gr(k,n) that are readily computable in the involution
model with EVD, block Qr, and Cayley transform respectively. The latter two are inspired by similar
maps defined for the projection model in [34] although our motivations are somewhat different.

We begin by showing how one may compute the projection argmin{||A — Q|| : Q € Gr(k,n)}
for an arbitrary matrix A € R™*™ in the involution model, a result that may be of independent
interest.

Lemma 6.3. Let A € R™" and
A4+ AT
2
be an eigendecomposition with V- € O(n) and D = diag(A1,...,\n), A1 = -+ > \y. Then Q =
Vign—iVT is a minimizer of

min{|[A - Qs : Q°Q = I, Q" = Q, tr(Q) = 2k — n}.

Proof. Since Q is symmetric, |A—Q||? = ||[(A+AT)/2—Q|?+|(A— AT)/2||?, a best approximation
to A is also a best approximation to (A+ AT")/2. By (42), [[(A+A")/2 - Q| = ||D - V'QV || and
so for a best approximation VTQV must be a diagonal matrix. Since the eigenvalues 01, ..., d, of

=VDV' (42)
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a symmetric orthogonal @) must be £1 and tr(Q) = 2k — n, the multiplicities of +1 and —1 are k
and n — k respectively. By assumption, A\; > --- > A\, so
i M =024+ (M — )2
51+..f§§izk—n( 1—01)" 4+ (M — )

is attained when 61 = --- = = +1 and 041y = --- = 6, = —1. Hence V'QV = diag(d1,...,0,) =
Iy, 5, as required. ]

It is clear from the proof, which is a variation of standard arguments [38, Section 8.1], that a
minimizer is not unique if and only if Ay, = A\gy1, i.e., the kth and (k+1)th eigenvalues of (A+ A")/2
coincide. Since any @ € Gr(k,n) by definition has A\, = +1 # —1 = A\x41, the projection is always
unique in a small enough neighborhood of @ in R™*™,

In the following, let £ : R"*™ — O(n) be the map that takes any A € R"*" to an orthogonal
matrix of eigenvectors of (A + A")/2.

Proposition 6.4 (Retraction I). Let Q € Gr(k,n) and X,Y € Tg Gr(k,n) with

Q=VIputVl, X=V [E?T ]g] Vi, Y=V [CQT g] VT, (43)

where V € O(n) and B,C € RF*("=k)  Then

(I B I B\

defines a retraction and

oo v (1 2])[e ([ %))

defines a vector transport.

Proof. Tt follows from Lemma 6.3 that Ré defines a projection. The properties in Definition 6.1
are routine to verify. O

The retraction map above requires an EVD, which is relatively expensive. Furthermore, the
eigenvector map & is generally discontinuous [46], which can present a problem. One alternative
would be to approximate the map £ with a QR decomposition — one should think of this as the first
step of Francis’s QR algorithm for EVD. In fact, we will not even require a full QR decomposition,
a 2 x 2 block QrR decomposition suffices. Let Q : R"*"™ — O(n) be a map that takes a matrix A to
its orthogonal factor in a 2 x 2 block QR decomposition, i.e.,

R1 Ry

A=Q(A) [ 0 Ry

Note that Q(A) is an orthogonal matrix but the second factor just needs to be block upper trian-

gular, i.e., Ry and Rj3 are not required to be upper triangular matrices. We could compute Q(A)
with, say, the first k£ steps of Householder QR applied to A.

Proposition 6.5 (Retraction II). Let @ € Gr(k,n) and X,Y € Tq Gr(k,n) be as in (43). If Q is
well-defined and differentiable near Iy p—t and QI n—r) = I, then

0w 1[I B] 1[1 B]\ .+
sn-va(3li 4])emse(ils 2])

defines a retraction and

o B 11 B]\[0o C 1[1 B]\'
ssoen-ve(ils 7)) SJe (5 2])v

defines a vector transport.
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Proof. Only property (b) in Definition 6.1 is not immediate and requires checking. Let the following
be a block Qr decomposition:

L[ 1 B] _[Qut) @] [Ri(t) Ra(t)] _
3 LBT _1] = [Q;(t) Qi(t)] [ 0 Ri(t)] = QHRW), (44)
with Q(t) € O(n). Since Q(t)Q(¢t)" =1 and Q(0) = I, Q’(0) is skew-symmetric and

(
a o QU0 QIO —@5(0) + Q50T L[ 0 205(0)
4t @O en-1 Q1) t_o‘[Qi,() Oh0)" —Qi() B = laar "

Comparing the (1,1) and (2, 1) entries in (44), we get
Q)R (t) =1,  Qs(t)Ri(t) =tB'/2.
Hence Q3(t) = tBTQ1(t)/2, Q5(0) = B'Q1(0)/2 = B"/2, and we get

_{0 B}
-0 BT 0 )

as required. O

d
%Q(t)lk,nka(t)T

If we use a first-order Padé approximation exp(X) ~ (I+X)(I—X)~! for the matrix exponential
terms in the exponential map (28) and parallel transport (32), we obtain another retraction map
and vector transport. This Padé approximation is the well-known Cayley transform C, which takes
a skew-symmetric matrix to an orthogonal matrix and vice versa:

C:AN(R") = 0O(n), A— T+ANIT-A)""1
Proposition 6.6 (Retraction III). Let Q € Gr(k,n) and X,Y € Tg Gr(k,n) be as in (43). Then

1[0 -B 0 —-B]\'
C -V - T
R (X) C<4 BT 0 >Ik” ’“C< [BT 0 D L

defines a retraction and

170 —-B]\[0 Cl./1[0 —B]\"
C - - T
TR Y) C<4 BT 0 > [CT 0] C<4 {BT 0 D L

defines a vector transport.

Proof. Again, only property (b) in Definition 6.1 is not immediate and requires checking. But this
is routine we omit the details. g

Another alternative that avoids computing an EVD and takes advantage of the skew-symmetry
involves the so-called Strang splitting [62]. Observe that a matrix in the exponent of (48) may be
written as a unique linear combination

[ SR 9]

i=1 j=1

where a;; € R and Ej; is the matrix whose (i, j) entry is one and other entries are zero. Since

0 Eij|\ |1+ (cost—1)Ey (sin @) E;; A
eXP (0 [—EZTJ 0 ]) N [ —(sin0)Ej; I+ (cosf—1)E;;| Gijrk(6)
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is a Givens rotation in the ith and (j + k)th plane of 6 radians [31, p. 240], we may approximate
the required matrix exponential as a sequence of Givens rotation

B
5([_OBT 0]) = G4k (3011) Gk (3012) - Grno1 (3 n—k-1) Gl (ki n—k)

0 B
Grn1(3n—t-1)+ Gropr(3012)G1a4k(3011) & eXP([_BT 0}) (45)

This is called the Strang splitting [62], which approximates the matrix exponential up to first order,
thereby giving us a retraction and a vector transport:

Proposition 6.7 (Retraction IV). Let Q € Gr(k,n) and X,Y € Tq Gr(k,n) be as in (43). Then

1[0 -B] 1o —=B]\'
Rg(X>:V5<2 B0 >Ik,n_k3(2[BT ODVT

defines a retraction and

1[0 —B] 0 C 1o -B]\'
S v - - VT
X Y) = S(z BT 0 )[CT 0}S<2 [BT 0 ])

defines a vector transport.

An efficient way to compute the exponential map is the same as an efficient retraction map. In
fact, numerical algorithms for matrix exponential is often contructed by using a local retraction.
If there is a retraction map R; which approximates the matrix exponential locally, then we can
compute the matrix exponential up to arbitrary precision by the scaling and squaring method [37]:

et = TIJ]I_}H;O(R](A/TZ))”

The retraction based on Cayley transform in Proposition 6.6 is a special case of the Padé approxi-
mation method in [12]. Conversely, the Strang splitting in Proposition 6.7 can be used to compute
the matrix exponential and take time at most 12nk(n — k). In fact, computing the product in
(45) is equivalent to computing a sequence of 2k(n — k) — 1 Givens rotations, which takes time
12nk(n — k) — 6n. For comparison, directly evaluating (48) via an sSvD of B would have taken
time 4k(n — k)2 + 22k3 + 2n3 (first two summands for svD [31, p. 493], last summand for two
matrix-matrix products).

7. ALGORITHMS

We will now discuss optimization algorithms for minimizing a function f : Gr(k,n) — R in
the involution model. In principle, this is equivalent to a quadratically constrained optimization
problem in n? variables (gij]7 =1 = Q € R™™:

minimize f(Q)
subject to Q'Q =1, Q" = Q, tr(Q) = 2k — n.

Nevertheless, if one attempts to minimize any of the objective functions f in Section 8 by treating
(46) as a general nonlinear constrained optimization problem using, say, the MATLAB Optimization
Toolbox, every available method — interior point, trust region, sequential quadratic programming,
active set — will fail without even finding a feasible point, never mind a minimizer. The Riemannian
geometric objects and operations of the last few sections are essential to solving (46).

We will distinguish between two types of optimization algorithms. The retraction algorithms, as
its name implies, will be based on various retractions and vector transports discussed in Section 6.
The Riemannian algorithms, on the other hand, are built upon true Riemannian geodesics and
parallel transports discussed in Section 4. Both types of algorithms will rely on the materials on

(46)
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points in Section 2, tangent vectors and metric in Section 3, and Riemannian gradients and Hessians
in Section 5.

For both types of algorithms, the involution model offers one significant advantage over other
existing models. By (39) and (28), at a point @) € Gr(k, n) and in a direction X € Tg Gr(k,n), the
Riemannian gradient and the exponential map are

Q=Y gty G|V ewar=ves (|5, T8 ) wnrew (| gy 57|) v

respectively. In the involution model, explicit parallel transport and exponential map can be
avoided. Instead of Vf(Q) and expg(X), it suffices to work with the matrices G, B € RF*(n=k) that
we will call effective gradient and effective step respectively, and doing so leads to extraordinarily
simple and straightforward expressions in our algorithms. We will highlight this simplicity at
appropriate junctures in Sections 7.2 and 7.3. Aside from simplicity, a more important consequence
is that all key computations in our algorithms are performed at the intrinsic dimension of Gr(k,n).
Our steepest descent direction, conjugate direction, Barzilai-Borwein step, Newton step, quasi-
Newton step, etc, would all be represented as k(n — k)-dimensional objects. This is a feature not
found in the algorithms of [2, 24, 34].

7.1. Initialization, eigendecomposition, and exponentiation. We begin by addressing three
issues that we will frequently encounter in our optimization algorithms.

First observe that it is trivial to generate a point @ € Gr(k,n) in the involution model: Take
any orthogonal matrix V' € O(n), generated by say a QR decomposition of a random n x n matrix.
Then we always have Q = VI, V" € Gr(k,n). We may easily generate as many random feasible
initial points for our algorithms as we desire or simply take I}, ,_j as our initial point.

The inverse operation of obtaining a V' € O(n) from a given Q € Gr(k,n) so that Q = VI, V7
seems more expensive as it appears to require an EVD. In fact, by the following observation, the
cost is the same — a single QR decomposition.

Lemma 7.1. Let Q € R™" with Q'Q =1, Q" = Q, tr(Q) =2k —n. If

1
SU+Q) =V []31 ](ﬂ . VeOm), Ry e ¥k, Ry e RFX(h), (47)

is a QR decomposition, then Q = VI, V.

Proof. Recall from (6) that for such a ), we may write V = [Y, Z] where Y € V(k,n) and Z €
V(n—k,n) are a +1-eigenbasis and a —1-eigenbasis of @) respectively. By Proposition 2.3, %(I—F Q)
is the projection matrix onto the +1-eigenspace im(Y) = im(%([ + Q)), i.e., Y is an orthonormal
column basis for %(I + @) and is therefore given by its condensed QR decomposition. As for Z,
note that any orthonormal basis for im(Y")* would serve the role, i.e., Z can be obtained from the
full Qr decomposition. In summary,

e[t a[f 8]

As a sanity check, note that

%(I%—Q):YYT: Y Zz] ﬁf 8} [}Z/} =V [I’“ O] VT,

and therefore

Q=V [{f 0 ] VT =Vip V"

—dn—k



24 Z. LAI, L.-H. LIM, AND K. YE

Our expressions for tangent vector, exponential map, geodesic, parallel transport, retraction,
etc, at a point @ € Gr(k,n) all involve its matrix of eigenvectors V' € O(n). So Lemma 7.1 plays
an important role in our algorithms. In practice, numerical stability considerations in the presence
of rounding errors [21, Section 3.5.2] require that we perform our QR decomposition with column
pivoting so that (47) becomes

1 Rl R2 T
5([ +Q)=V [ 0 0 II
where II is a permutation matrix. This does not affect our proof above; in particular, note that we
have no need for Ry nor Ry nor II in any of our algorithms.
The most expensive step in our Riemannian algorithms is the evaluation

B equ%T ﬁD (48)

for B € R¥*("=k) " General algorithms for computing matrix exponential [38, 53] do not exploit
structures aside from normality. There are specialized algorithms that take advantage of skew-
symmetry [12] or both skew-symmetry and sparsity [20] or the fact (48) may be regarded as the
exponential map of a Lie algebra to a Lie group [13], but all of them require O(n3) cost. In [24],
the exponential is computed via an SVD of B.

7.2. Retraction algorithms. In manifold optimization algorithms, an iterate is a point on a
manifold and a search direction is a tangent vector at that point. Retraction algorithms rely on the
retraction map R for updating iterates and vector transport T for updating search directions. Our
interest in retraction algorithms is primarily to use them to initialize the Riemannian algorithms
in the next section, and as such we limit ourselves to the least expensive ones.

A retraction-based steepest descent avoids even vector transport and takes the simple form

Qi+1 = Ro, (- Vf(Qs)),

an analogue of the usual ;11 = z; — o;Vf(z;) in Euclidean space. As for our choice of retraction
map, again computational costs dictate that we exclude the projection Ré in Proposition 6.4

since it requires an EVD, and limit ourselves to the QR retraction RS or Cayley retraction R% in
Propositions 6.5 and 6.6 respectively. We present the latter in Algorithm 1 as an example.

We select our step size «; using the well-known Barzilai-Borwein formula [9] but any line search
procedure may be used instead. Recall that over Euclidean space, there are two choices for the
Barzilai-Borwein step size:

T . g \Ta.
Si—15i—1 : o = (gz 91—1) Si—1 : (49)
(9i — 9i—1)Tsi-1 (9i — 9i-1)"(9i — 9i—1)
where s;_1 = z; — z;—1. On a manifold M, the gradient g;—1 € T,, , M would have to be first
parallel transported to T,, M and the step s;—1 would need to be replaced by a tangent vector in
Ty, , M so that the exponential map exp, (si—1) = z;. Upon applying this procedure, we obtain
tl"(S;-r_ISi_l) tl"((Gl' — Gz;l)TSl;l)
a; = , ;= . (50)
tl"((Gi — Gi_l)TSZ')) tI‘((Gi — Gi_l)T(GZ‘ — Gz’—l))

In other words, it is as if we have naively replaced the g; and s; in (49) by the effective gradient
G; and the effective step S;. But (50) is indeed the correct Riemannian expressions for Barzilai—
Borwein step size in the involution model — the parallel transport and exponential map have
already been taken into account when we derive (50). This is an example of the extraordinary

simplicity of the involution model that we mentioned earlier and will see again in Section 7.3.
Of the two expressions for «; in (50), we chose the one on the right because our effective gradient
G;, which is computed directly, is expected to be slightly more accurate than our effective step size

oy =
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Algorithm 1 Steepest descent with Cayley retraction

1: Initialize Qo = Vol n—rVy € Gr(k,n).
2: fort=20,1,... do

3: compute effective gradient G; at Q; > entries * not needed
2G;
Vo + 18IV = i S0
i (Joi+ fo)Vi 267 *
4: if i =0 then
5: initialize So = —Gg, ag = 1;
6: else
7 compute Barzilai-Borwein step > or get «y; from line search
o; = tr((Gi — Gi1)"Si1)/ tr((Gi — Gic1)"(Gi — Gi1));
Si = —a;Gy;
8: end if
9: perform Cayley transform
o[ I sA T s
B Y | ST/4 1 '
10: update eigenbasis > effective vector transport
Vitr = ViCy;
11: update iterate
Qit1 = Vit Ly n—1Vil1;
12: end for

S;, which is computed from G;. Other more sophisticated retraction algorithms [3] can be readily
created for the involution model using the explicit expressions derived in Section 6.

7.3. Riemannian algorithms. Riemannian algorithms, called “geometric algorithms” in [24], are
true geometric analogues of those on Euclidean spaces — straight lines are replaced by geodesic
curves, displacements by parallel transports, inner products by Riemannian metrics, gradients and
Hessians by their Riemannian counterparts. Every operation in a Riemannian algorithm is intrinsic:
iterates stay on the manifold, conjugate and search directions stay in tangent spaces, and there
are no geometrically meaningless operations like adding a point to a tangent vector or subtracting
tangent vectors from two different tangent spaces.

The involution model, like other models in [2, 24, 34], supplies a system of extrinsic coordinates
that allow geometric objects and operations to be computed with standard numerical linear algebra
but it offers a big advantage, namely, one can work entirely with the effective gradients and effective
steps. For example, it looks as if parallel transport is missing from our Algorithms 2—5, but that
is only because the expressions in the involution model can be simplified to an extent that gives
such an illusion. Our parallel transport is effectively contained in the step where we update the
eigenbasis V; to V4.

We begin with steepest descent in Algorithm 2, the simplest of our four Riemannian algorithms.
As in the case of Algorithm 1, we will use Barzilai-Borwein step size but any line search procedure
may be used to produce «;. In this case, any conceivable line search procedure would have required
us to search over a geodesic curve and thus having to evaluate matrix exponential multiple times,
using the Barzilai-Borwein step size circumvents this problem entirely.
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Unlike its retraction-based counterpart in Algorithm 1, here the iterates descent along geodesic
curves. Algorithm 1 may in fact be viewed as an approximation of Algorithm 2 where the matrix
exponential in Step 9 is replaced with its first-order Padé approximation, i.e., a Cayley transform.

Algorithm 2 Steepest descent

1: Initialize Qo = Vol n—rVy € Gr(k,n).
2: fori=20,1,... do

3: compute effective gradient G; at Q; > entries * not needed
2G;
VT(fi+fT.V:|:* z:|;
i \JQ Ql) i QG;— %
4: if i =0 then
5: initialize So = —Gp, ag = 1;
6: else
7 compute Barzilai-Borwein step > or get «y; from line search
o = tr((Gi — Gi—1)"Si—1)/ tr((Gi — Gi—1)"(Gi — Gi1));
Si = —iGi;
8: end if
9: update eigenbasis > effective parallel transport
0 -5;/2
Viy1 = Viexp ({S;/Q 6/ D ;
10: update iterate
Qi+1 = VisrLpm—1rVil1;
11: end for

Newton method, shown in Algorithm 3, is straightforward with the computation of Newton
step as in (41). In practice, instead of a direct evaluation of Hg € RF(M=R)*k(=k) aq in (40),
we determine Hg in a manner similar to Corollary 5.3. When regarded as a linear map Hy) :
Tq Gr(k,n) — Tg Gr(k,n), its value on a basis vector X;; in (37) is

1 0 Bij + AEW - EZJC

L) = — '
HQ(XZ]) - 4V (Bij —|—AEZ‘]‘ —Ei'C)T 0 :| o

where A, C are as in (38) and Bj; is given by
VT (faa(Xiy) + feo(Xi))")V = {BT *]] ’
ij

forallt=1,...,k, j=1,...,n—k. Note that these computations can be performed completely in
parallel — with k(n — k) cores, entries of Hg can be evaluated all at once.

Our conjugate gradient uses the Polak—Ribiere formula [56] for conjugate step size; it is straight-
forward to replace that with the formulas of Dai-Yuan [19], Fletcher-Reeves [27], or Hestenes—Stiefel
[35]. For easy reference:

Bt = tr (Gl (G — Gi))/ t1(G{G),  B° = —t1(Gi1(Gir1 — Gi)) [ tr(P] (Gisa — Gi)),
Bi" = tr(Gi1Giv1)/ tr(G{Gy), B = —tr(GlGiv1) /2 (P (G — Gi)).
It may appear from these formulas that we are subtracting tangent vectors from tangent spaces
at different points but this is an illusion. The effective gradients G; and G;41 are defined by the
Riemannian gradients Vf(Q;) € Tg, Gr(k,n) and Vf(Qi11) € Tg,,, Gr(k,n) as in (39) but they are
not Riemannian gradients themselves. The formulas in (52) have in fact already accounted for the
requisite parallel transports. This is another instance of the simplicity afforded by the involution

(51)

(52)
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Algorithm 3 Newton’s method
1: Initialize Qo = Vol n—rVy € Gr(k,n).
2: fort=20,1,... do
3: compute effiective gradient G; at Q;

A 26
Vi'(fa, + Jg)Vi = [QGT Ci]’

]

generate Hessian matrix Hg by (40) or (51);
5: solve for effective Newton step S;

Hgvec(S;) = —vec(G,);

6: update eigenbasis > effective parallel transport
0 Si/2
wamven([ 5 4]
v ’ -ST/2 0

T .
Qit1 = Vigrdpn—1 Vil 1

7 update iterate

8: end for

model that we saw earlier in our Barzilai-Borwein step size (50) — our formulas in (52) are no
different from the standard formulas for Euclidean space in [19, 27, 35, 56]. Contrast these with
the formulas in [24, Equations 2.80 and 2.81], where the parallel transport operator 7 makes an
explicit appearance and cannot be avoided.

Our quasi-Newton method, given in Algorithm 5, uses L-BFGS updates with two loops recursion
[55]. Observe that a minor feature of Algorithms 1, 2, 4, 5 is that they do not require vectorization
of matrices; everything can be computed in terms of matrix-matrix products, allowing for Strassen-
style fast algorithms. While it is straightforward to replace the L-BFGS updates with full BFGS, DFP,
SR1, or Broyden class updates, doing so will require that we vectorize matrices like in Algorithm 3.

7.4. Exponential-free algorithms? This brief section is speculative and may be safely skipped.
In our algorithms, an exponential matrix U := exp([_%T ]g ]) is always® applied as a conjugation
of some symmetric matrix X € R"*"™:

X —UXU" or X — UXU. (53)

In other words, the Givens rotations in (45) are applied in the form of Jacobi rotations [31, p. 477].
For a symmetric X, a Jacobi rotation X — G;;(0)XG;;(0)" takes the same number (as opposed
to twice the number) of floating point operations as a Givens rotation applied on the left, X —
Gi;(6)X, or on the right, X — XG;;(#). Thus with Strang splitting the operations in (53) take
time 12nk(n — k). To keep our algorithms simple, we did not take advantage of this observation.

In principle, one may avoid any actual computation of matrix exponential by simply storing the
k(n — k) Givens rotations in (45) without actually forming the product, and apply them as Jacobi
rotations whenever necessary. The storage of G;;(0) requires just a single floating point number 6
and two indices but one would need to figure out how to update these k(n — k) Givens rotations
from one iteration to the next. We leave this as an open problem for interested readers.

7.5. Drawbacks of quotient models. This section, which may again be safely skipped, discusses
the pitfalls of modeling a manifold as a homogeneous space of matrices. In our context, this would
be the orthogonal, Stiefel, and full-rank models:

Gr(k,n) = O(n)/(O(n — k) x O(k)) = V(k,n)/ O(k) = R>**/ GL(k). (54)

3See steps 3, 10 in Algorithm 2; steps 3, 7 in Algorithm 3; steps 7, 8 in Algorithm 4; steps 3, 20 in Algorithm 5.
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Algorithm 4 Conjugate gradient
. Initialize Qo = VoI n—iVy € Gr(k,n).
: Compute effective gradient Go at Qg > entries * not needed
*  2Go
Vo + 1% = s 0

3: initialize Py = Sg = —Gp, ag = 1;

[N

9

4: fori=0,1,... do
5: compute «; from line search of direction P; and set
Si = a; Pj;
6: update eigenbasis > effective parallel transport
_ 0 =5i/2|).
‘/’L+1‘/lexp<|:s;r/2 0 :|)7
7 update iterate
Qit1 = VierLpm—iVil 1
8: compute effective gradient G;41 at Q41 > entries * not needed
* 2G4
Vi1 (fx Qi) + fx(Qir1))Vigr = |5 G
2G i *
9: compute Polak—Ribiere conjugate step size
Bi = tr((Giy1 — Gi)'Gig1) / t2(G{Gy);
10: update conjugate direction
Piy1=—Giy1 + BiBs;
11: end for

Such homogeneous space models take the form of a quotient B = E/G where B is the manifold we
want to optimize over, E is some other manifold on which we have optimization algorithms, and
G is some Lie group. The quotient map 7 : F — B, x — [z] defines a principal bundle. The idea
of Riemannian optimization algorithms for such models is to lift every point on B up to the total
space E so that optimization algorithms on E can be applied. In Section 1, we only mentioned the
computational costs that come with lifting a point [z] € B to € E and with checking equality of
points [z1] = [z2] given x1, z2. Here we focus on a more serious mathematical difficulty.

Since our goal is optimization, we cannot simply lift points on B to F in arbitrary ways. Ideally,
whatever method of lifting should at least be continuous, i.e., nearby points in B are lifted to nearby
points in E. In fact if we need first or second derivatives for the purpose of optimization, then the
lifting has to be differentiable to first or second order, as we will see below. In differential geometric
lingo, finding a lifting j is called finding a global section and it is impossible for any of the models
in (54). Take the Stiefel model for illustration, the quotient map = : V(k,n) — V(k,n)/ O(k),
Y — [Y], defines Gr(k,n) as an O(k)-principal bundle. This is not a trivial bundle, which is
equivalent to 7 not admitting a global section [39]. The consequence is that there is no global
‘Stiefel coordinates’ for Gr(k, n), i.e., we cannot represent all points of Gr(k,n) by points of V(k,n)
in a continuous manner.

We will use the Stiefel model as an illustration of the above discussion. Let f : V(k,n)/ O(k) - R
be a differentiable objective function and let 7 : V(k,n) — V(k,n)/ O(k) be the quotient map,
which is always smooth. A lifting is a right inverse j : V(k,n)/ O(k) — V(k,n) to m, ie., mo
J([Y]) = [Y] for any [Y] € V(k,n)/ O(k). Note that such a map j is not unique. In order to use
standard numerical linear algebra, we have to work with actual matrices in V(k,n) as opposed to
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Algorithm 5 Quasi-Newton with L-BFGS updates

1: Initialize Qo = Vol n—rVy € Gr(k,n).
2: fort=20,1,... do

3: Compute effective gradient G; at Q; > entries * not needed
T T * 2G| |
Vi (fx(Qi) + fx(Q:)") Vi = [QGZT . ] ;
4: if i =0 then
5: initialize So = —Gy;
6: else
7: set Y;_1 =G; — G;_1 and P = Gj; > P is temporary variable for loop
8: for j=i—1,...,max(0,7 —m) do
9: aj = tr(S]P)/tr(Y[S;);
10: P =P —o;Y};
11: end for
12: set Z =tr(Y;"Si—1)/tr(Y;",Yi1)P; > Z is temporary variable for loop
13: for j = max(0,i —m),.. z - 1 do
14: Bj =tr(Y;Z )/tr(YTS])
15: Z:Z+(a] B;)S;;
16: end for
17: set effective quasi-Newton step S; = —Z;
18: end if
19: update eigenbasis > effective parallel transport
. 0o -5 /QD _
‘/Z-f—l ‘/jtexp <|:S;r/2 0 )
20: update iterate
Qi+1 = VirrIpn—iVil1;
21: end for

equivalence classes of matrices in V(k,n)/ O(k), so we need a way to assign to any equivalence class
in V(k,n)/ O(k) a matrix in V(k,n) that represents that equivalence class — any such assignment
gives us a lifting.

Upon selecting a lifting 7, we may then transform the problem of optimzing f : V(k,n)/ O(k) — R
to optimizing fom: j(V(k,n)/ O(k)) = R. Note that j(V(k,n)/ O(k)) C V(k,n) is a set of actual
matrices. The issue is that in order to have gradients and Hessians we also need f o m to be
a differentiable function — this is only possible if its domain j(V(k,n)/ O(k)) is a differential
manifold. But as we saw, we cannot even choose j to be continous, so j(V(k,n)/ O(k)) is not even
a topological manifold. In the involution and projection models, we do not face these issues as a
point in Gr(k,n) is already represented by a matrix.

8. NUMERICAL EXPERIMENTS

We will describe three sets of numerical experiments, testing Algorithms 1-5 on three different
objective functions, the first two are chosen because their true solutions can be independently
determined in closed-form, allowing us to ascertain that our algorithms have converged to the
global optimizer. All our codes are open source and publicly available at:

https://github.com/laizehua/Simpler-Grassmannians

The goal of these numerical experiments is to compare our algorithms for the involution model in
Section 7 with the corresponding algorithms for the Stiefel model in [24]. Algorithm 5, although
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implemented in our codes, is omitted from our comparisons as quasi-Newton methods are not found
in [24].

8.1. Quadratic function. The standard test function for Grassmannian optimization is the qua-
dratic form in [24, Section 4.4] which, in the Stiefel model, takes the form tr(YTFY) for a
symmetric F € R™™ and Y € V(k,n). By Proposition 2.4, we write @ = 2YY" — I, then
tr(YTFY) = (tr(FQ) + tr(F))/2. Therefore, in the involution model, this optimization problem
takes an even simpler form

Q) = tr(FQ) (55)
for @Q € Gr(k,n). What was originally quadratic in the Stiefel model becomes linear in the involution
model. The minimizer of f,

Q. = argmin{tr(FQ): Q'Q =1, Q" = Q, tr(Q) =2k — n},
is given by Q. = IIV I}, ,,_,VTII" where

1
. F+FT
n—| . and LT —yDYT
1 2
is an eigendecomposition with eigenbasis V' € O(n) and eigenvalues D := diag(\1,...,\,) in
descending order. This follows from essentially the same argument? used in the proof of Lemma 6.3
and the corresponding minimum is f(Qx) = —A1 — -+ — A\g + A1 + - + M.

For the function f(Q) = tr(FQ), the effective gradient G; € RF*(=k) in Algorithms 2, 4, 5 at
the point Q; = Vily i V;" € Gr(k,n) is given by

VTEV;, = [A G"] .

G} C
The matrices A € RF** and ¢ € R("=#)*("=k) are not needed for Algorithms 2, 4, 5 but they

are required in Algorithm 3. Indeed, the effective Newton step S; € RF*("=k) in Algorithm 3 is
obtained by solving the Sylvester equation

AS; — S;C = 2G;.
To see this, note that by Proposition 5.2, for any B € RF*(n—k),

9 ' 10 Bl .+ 10 Sil ) _ 1 A G| | XS] +S5BT 0
vf(Qz)(VZ[BT 0:|Vz'aVz|:SiT 0:|V;>—_2tr Gz‘T C 0 —BTSZ'—SZ-TB

= —tI‘(BT<ASZ' — SzC)),

and to obtain the effective Newton step (41), we simply set the last term to be equal to —2 tr(B'G;).

Figure 1 compares the convergence behaviors of the algorithms in [24] for the Stiefel model and
our Algorithms 2, 3, 4 in the involution model: steepest descent with line search (GD) and with
Barzilai-Borwein step size (BB), conjugate gradient (CG), and Newton’s method (NT) for k = 6,
n = 16. We denote the ith iterate in the Stiefel and involution models by Y; and @Q); respectively
— note that Y; is a 16 x 6 matrix with orthonormal columns whereas ); is a 16 x 16 symmetric
orthogonal matrix. All algorithms are fed the same initial point obtained from 20 iterations of
Algorithm 1. The matrix F' is generated randomly with standard normal entries. We use the
Armijo conditions for linesearch in GD and CG; but as in the Euclidean case, BB and NT are used
as is without linesearch. Since we have the true global minimizer in closed form, denoted by Y,
and @, in the respective model, the error is given by geodesic distance to the true solution. For
convenience we compute [|Y;V;" — Y.Y.T||r and ||Q; — Q«||r, which are constant multiples of the
chordal distance [69, Table 2] (also called projection F-norm [24, p. 337]) and are equivalent, in the

4Recall also that for any real numbers a; < - < ay, by < --- < by, and any permutation 7, one always have that
a1bn + azbp—1 + - + anbt < a1brr) + a2br(2) + -+ Anban) < a1br +azb2 + - + anbn.
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Ficure 1. Convergence behavior of algorithms in the Stiefel and involution models.

sense of metrics, to the geodesic distance. Since we use a log scale, the vertical axes of the two
graphs in Figure 1 are effectively both geodesic distance and, in particular, their values may be
compared. The conclusion is clear: While Algorithms 2 (BB) and 3 (NT) in the involution model
attain a level of accuracy on the order of machine precision, the corresponding algorithms in the
Stiefel model do not. The reason is numerical stability, as we will see next.

Figure 2 shows the loss of orthogonality for various algorithms in the Stiefel and involution
models, measured respectively by [|Y;"Y; — I||¢ and ||Q? — I||¢. In the Stiefel model, the deviation
from orthogonality ||Y;"Y; — I||r grows exponentially. In the worst case, the GD iterates Y;, which
of course ought to be of rank k& = 6, actually converged to a rank-one matrix. In the involution
model, the deviation from orthogonality [|Q? — I||¢ remains below 1073 for all algorithms — the
loss-of-orthogonality is barely noticeable.

A closer inspection of the algorithms for NT [24, p. 325] and cG [24, p. 327] in the Stiefel model
reveals why: A point Y; and the gradient G; at that point are highly dependent on each other — an
e-deviation from orthogonality in Y; results in an e-error in G; that in turn becomes a 2e-deviation
from orthogonality in Y;1, i.e., one loses orthogonality at an exponential rate. We may of course
reorthogonalize Y; at every iteration in the Stiefel model to artificially enforce the orthonormality
of its columns but this incurs additional cost and turns a Riemannian algorithm into a retraction
algorithm, as reorthogonalization of Y; is effectively a QR retraction.

Contrast this with the involution model: In Algorithms 3 (NT) and 4 (cG), the point @); and the
effective gradient G; are both computed directly from the eigenbasis V;, which is updated to V41
by an orthogonal matrix, or a sequence of Givens rotations if one uses Strang splitting as in (45).
This introduces a small (constant order) deviation from orthogonality each step. Consequently, the
deviation from orthogonality at worst grows linearly.

8.2. Grassmann Procrustes problem. Let k,m,n € N with £k < n. Let A € R™*"™ and B €
R™*k_ The minimization problem

min [[AQ - Bl
QTQ=I
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FiGURE 2. Loss of orthogonality in the Stiefel and involution models.

is called the Stiefel Procrustes problem [24, Section 3.5.2] and the special case k = n is the usual
orthogonal Procrustes problem [31, Section 6.4.1]. Respectively, these are

min ||[AQ — B||¢ and min ||AQ — Bl|¢.
QEV (k,n) QeO0(n)

One might perhaps wonder if there is also a Grassmann Procrustes problem

i AQ — B||r. 56
Qelélﬁ(l}c,n)” Q@ — Bl (56)
In fact, with the involution model for Gr(k,n), the problem (56) makes perfect sense, with the

requirement that £ = n. The same argument in the proof of Lemma 6.3 shows that the minimizer
Q- of (56) is given by Q. = VI V" where

A"B+ BTA
As+b A VDVT
2
is an eigendecomposition with eigenbasis V' € O(n) and eigenvalues D = diag(Ai,...,A\,) in

descending order. The convergence and loss-of-orthogonality behaviors for this problem are very
similar to those in Section 8.1 and provides further confirmation for the earlier numerical results.
The plots from solving (56) for arbitrary A, B using any of Algorithms 2-5 are generated in our
codes but as they are nearly identical to Figures 1 and 2 we omit them here.

8.3. Fréchet mean and Karcher mean. Let Qi,...,Q € Gr(k,n) and consider the sum-of-
square-distances minimization problem:
m
min d(Q;,Q), 57
QGGW); (Q)Q) (57)

where d is the geodesic distance in (31). The global minimizer of this problem is called the Fréchet
mean and a local minimizer is called a Karcher mean [44]. For the case m = 2, a Fréchet mean
is the midpoint, i.e., t = 1/2, of the geodesic connecting @)1 and Q2 given by the closed-form
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expression in Proposition 4.5. The objective function f in (57) is differentiable almost everywhere®
with its Riemannian gradient [43] given by

VAQ) =2 logo(Q)),

j=1
where the logarithmic map is as in Corollary 4.7. To the best of our knowledge, there is no simple
expression for V2f(Q) and as such we exclude Newton method from consideration below.

Stiefel model Involution model
1
10 s GD
1071 ~ o8
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Lo 1075 ~
L1075 A . 1077+
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S BB | S
~ -7 4 =
o 10 — 6 | B 1077
1077 4
107 4
10711 m
—-13 |
10713 4 1
0 10 20 30 40 50 60 70 80 90 100 0 10 20 30 40 50 60 70 80 90 100
iterations iterations

Ficure 3. Convergence behavior of algorithms in the Stiefel and involution models.

We will set k = 6, n = 16, and m = 3. Unlike the problems in Sections 8.1 and 8.2, the problem
in (57) does not have a closed-form solution when m > 2. Consequently we quantify convergence
behavior in Figure 3 by the rate gradient goes to zero. The deviation from orthogonality is quantified
as in Section 8.1 and shown in Figure 4. The instability of the algorithms in the Stiefel model is
considerably more pronounced here — both GD and CG failed to converge to a stationary point as
we see in Figure 3. The cause, as revealed by Figure 4, is a severe loss-of-orthogonality that we will
elaborate below.

The expression for geodesic distance d(Y,Y”) between two points Y, Y” in the Stiefel model (see
[2, Section 3.8] or [69, Equation 7]) is predicated on the crucial assumption that each of these
matrices has orthonormal columns. As a result, a moderate deviation from orthonormality in an
iterate Y leads to vastly inaccurate values in the objective function value f(Y'), which is a sum of m
geodesic distances squared. This is reflected in the graphs on the left of Figure 3 for the GD and cG
algorithms, whose step sizes come from line search and depend on these function values. Using the
BB step size, which does not depend on objective function values, avoids the issue. But for GD and
CG, the reliance on inaccurate function values leads to further loss-of-orthogonality, and when the
columns of an iterate Y are far from orthonormal, plugging Y into the expression for gradient simply
yields a nonsensical result, at times even giving an ascent direction in a minimization problem.

For all three algorithms in the involution model, the deviation from orthogonality in the iterates
is kept at a negligible level of under 10~13 over the course of 100 iterations.

5f is nondifferentiable only when @ falls on the cut locus of @); for some i but the union of all cut loci of Q1,...,Qm
has codimension > 1.
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