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Abstract. We present here several versions of the Grothendieck inequality over the skew field of
quaternions: The first one is the standard Grothendieck inequality for rectangular matrices, and two
additional inequalities for self-adjoint matrices, as introduced by the first and the last authors in a
recent paper. We give several results on “conic Grothendieck inequality”: as Nesterov π/2-Theorem,
which corresponds to the cones of positive semidefinite matrices; the Goemans–Williamson inequal-
ity, which corresponds to the cones of weighted Laplacians; the diagonally dominant matrices. The
most challenging technical part of this paper is the proof of the analog of Haagerup result that the
inverse of the hypergeometric function x 2F1

(
1
2
, 1
2
; 3;x2

)
has first positive Taylor coefficient and all

other Taylor coefficients are nonpositive.

1. Introduction

We will let F = R and C and H be the fields of real, complex and the skew field of quaternions
respectively in this article. In 1953, Grothendieck proved a powerful result that he called “the
fundamental theorem in the metric theory of tensor products” [8]. His result can be stated as
follows [12]: For F ∈ {R,C} there exists a finite constant K > 0 such that for every l,m, n ∈ N and
every matrix M = (Mij) ∈ Fm×n,

(1) max
‖xi‖=‖yj‖=1

∣∣∣∣ m∑
i=1

n∑
j=1

Mij〈xi, yj〉
∣∣∣∣ ≤ K max

|εi|=|δj |=1

∣∣∣∣ m∑
i=1

n∑
j=1

Mij ε̄iδj

∣∣∣∣
where the maximum on the left is take over all xi, yj ∈ Fl of unit 2-norm, and the maximum on

the right is taken over all εi, δj ∈ F of unit absolute value (i.e., εi = ±1, δj = ±1 over R; εi = eiθi ,

δj = eiφj over C). The inequality (1) has since been christened Grothendieck’s inequality and
the smallest possible constant K Grothendieck’s constant. The value of Grothendieck’s constant
depends on the choice of F and we will denote it by KF

G. In a recent paper [5] two authors of
this paper extended the Grothendieck inequality to symmetric/Hermitian matrices, which we call
symmetric Grothendieck inequality and referred as SGI. Namely, in the above inequality we can
assume that M is symmetric/Hermitian and xi = yi. Furthermore, they considered more refined
versions of SGI where the vectors xi are in d-dimensional Hilbert space as in [1].

The aim of this paper to extend the Grothendieck’s inequality and SGI to quaternions H. Since
quaternions is a skew-field, which is noncommutative, there are a number of obstructions to over-
come, to have the Haagerup type constant [9]. We now describe briefly the results we obtained.
Let F = H. We first show that the inequality (1) holds, where xi, yj in the quaternion Hilbert space

Hl, where l ≥ m+ n, and εi, δj ∈ H with the constant KH
G . Using the analogous results to Krivine

[11] and Haagerup [9] we show that KH
G ≤ 1.2168. This result is achieved by establishing the most

difficult technical part of our paper. Let 2F1(a, b; c;x) be the classical hypergeometric function.
Denote p`(x) = x 2F1

(
1
2 ,

1
2 ; `;x2

)
for ` ∈ N. It was shown by Haagerup that the inverse function

p−1
` (x) has first positive Taylor coefficient, while all other Taylor coefficients are nonpositive for
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` = 2. In this paper we show Haagerup result for ` = 3. Numerical computations show that the
same result holds for at least ` = 4, 5, 6, for the first one hundred Taylor coefficients.

Denote by Sn(F) ⊂ Fn×n the real space of self-adjoint matrices. i.e., A∗ = A. We show that we
have two analogs of the Grothendieck inequaity (1) on Sn(H):

max
‖xi‖=1

∣∣∣∣Re
n∑
i=1

n∑
j=1

aij〈xi, xj〉
∣∣∣∣ ≤ KH

γ max
|δi|=1

∣∣∣∣Re
n∑
i=1

n∑
j=1

aij δ̄iδj

∣∣∣∣,(2)

max
‖xi‖≤1

∣∣∣∣Re
n∑
i=1

n∑
j=1

aij〈xi, xj〉
∣∣∣∣ ≤ KH

Γ max
|δi|≤1

∣∣∣∣Re
n∑
i=1

n∑
j=1

aij δ̄iδj

∣∣∣∣.
Furthermore KH

G ≤ KH
Γ ≤ KH

γ ≤ 64
9π − 1 ≈ 1.263537.

We now describe briefly the “conic Grothendieck inequality” for various cones in Sn(H). Denote
by Sn+(H) the cone of positive semdefinite self-adjoint quaternionic matrices. We show that in this
case (1) is equivalent to the inequality of the form (2) with the constant 32/9π, which is sharp.
This is a quaternionic version of Nesterov-Rietz π/2 theorem [14, 16] for the real numbers, and
Nemirovski-Roos-Terlaky 4/π theorem for the complex numbers [13]. We next consider the subcone
of Sn+(R) of Laplacian matrices. In this case the constant in (1) can be reduced to K ≤ 1.0338.
This is the quaternion version of the celebrated Goemans-Williamson inequality [7].

2. Quaternions

2.1. Basic facts on quaternions. Recall that H can be viewed as R4. So a ∈ H is of the form
a = a0 + a1i + a2j + a3k. We can identify a with a = (a0, a1, a2, a3)>. We define the real part of a
to be Re a := a0, and the conjugate of a to be ā = a∗ = a0 − a1i− a2j− a3k. The product table of
i, j, k is given by

i2 = j2 = k2 = −1, ij = −ji = k, jk = −kj = i, ki = −ik = j.

Hence H is a noncommutative ring over R. Observe next that aā = āa = a2
0 + a2

1 + a2
2 + a2

3. Hence
|a| =

√
aā ≥ 0 and equality holds if and only a = 0. Thus for a 6= 0 the element |a|−1ā = ā|a|−1 is

the unique inverse of a in H. So H is a skew field over the field R, where 1 is the identity element.
Frobenius’s theorem claims that the only skew fields over R are R,C,H. For A ∈ Fm×n we denote
A∗ := ĀT ∈ Fn×m.

There is standard way to to present quaternions similar to the complex numbers: z +wj, where
z, w ∈ C. Indeed, if z = x+yi, w = u+vi, the the identity ij = k yields z+wj = x+yi+uj+vk. Thus
to multiply quaternions we have to remember that the product of complex numbers is commutative
and

(3) z + wj = z̄ − wj, wj = jw̄.

There is another representation of H as a real subalgebra of 2×2 complex valued matrices C2×2.
First observe that one can view a as a = (z, w) ∈ C2. Note that ā = (z̄,−w). (Warning: if one

views (z, w) as a vector with complex entires then (z, w) = (z̄, w̄).) Let

C(a) =

(
z w
−w̄ z̄

)
∈ C2×2, a = (z, w).(4)

Then the map a→ C(a) is an isomorphism of H and the induced complex 2-dimensional subalgebra
C(H) = {C(a), a ∈ H} ⊂ C2×2. Note that A(H) ∩ R2×2 is subalgebra isomorphic to C. Observe
that

(5) |a|2 = detC(a), C(ā) = C(a)∗,Re(a) =
1

2
tr(C(a)).
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As tr(AB) = tr(BA) we deduce that

(6) Re(ab) = Re(ba) = Re(ab) = Re(b̄ā) = Re(āb̄), a, b ∈ H.

2.2. Vector spaces. We next consider a right vector space V over H. It is a commutative group
with 0 element denoted as 0. We will denote in this section by the lower case bold letter vectors in
V. For the right vector space V the scalar vector product va satisfies the standard assumptions:

(v + w)a = va+ wa, v(a+ b) = va+ wb, v(ab) = (va)b, v1 = v.

We can define similarly the left vector space over H. In this paper, we only work with right
vector space. Linear dependence, linear independence, subspace, span of a set of vectors, finitely
generated subspaces, basis are defined as for the vector spaces over a field. Every finitely generated
vector space over H has a basis of the same cardinality, which is denoted by dim V. Denote
[l] = {1, . . . , l} ⊂ N. We view

Hl = {x = (x1, . . . , xl)
T, xi ∈ H, i ∈ [l]}, Hl = {x = (x1, . . . , xl), xi ∈ H, i ∈ [l]},

as right and left vector spaces over H respectively. Clearly, dimHl = dimHl = l and ei =
(δ1i, . . . , δli), i ∈ [l] is the standard basis in Hl and Hl.

When a basis is specified, for example, the standard basis in the right vector space Hl, the
expression av is meaningful and we will use it when necessary. However, the reader should keep in
mind this expression should be treated as an additional structure related to a particular basis. Its
meaning will be different if we take a different basis.

Denote

(7) x = (x̄1, . . . , x̄l)
T, x∗ = (x̄1, . . . , x̄l), for x = (x1, . . . , xl)

T ∈ Hl.

Similar notations apply for x ∈ Hl. Note that x is defined with respect to the standard basis in Hl.
Let M = (Mij) ∈ Hm×n. Define C(M) = (C(Mij)) ∈ C(2m)×(2n) to be the block matrix with

2 × 2 blocks C(Mij). Again, this embedding commutes with conjugate transpose, addition and
multplication of matrices. For m = n the matrix M ∈ Hn×n is called (quaternion) self-adjoint if
M∗ = M . We denote by Sn(F) ⊂ Fn×n the real space of self-adjoint matrices: M∗ = M . When no
ambiguity arises we will drop the dependence on F.

It is helpful to introduce a convenient relabeling of the block matrix C(M) denoted as Ĉ(M) =

PmC(M)P T
n , where Pm ∈ {0, 1}(2m)×(2m) is the following permutation matrix: The matrix Pm

permutes the rows 1, 2, . . . ,m+ 1, . . . , 2m to 1, 3, . . . , 2m− 1, 2, 4, . . . , 2m respectively. Then Ĉ(M)
has the following block structure:

Ĉ(M) =

(
Z W
−W Z̄

)
, Z,W. ∈ Cm×n(8)

Clearly, this partition is another isomorphism ι : Hm×n → C(2m)×(2n) which is preserved under
multiplication and conjugate transpose of matrices. Note M ∈ Sn(H) if in the above representation

of Ĉ(M), where Z ∈ Sn(C) and W is skew symmetric W T = −W .

2.3. Inner product on quaternion vector space. Assume that V is a right vector space over
H. A mapping 〈·, ·〉 : V× V→ H is called an inner product if the following conditions hold:

〈y, x〉 = 〈x, y〉,
〈xa+ yb, z〉 = ā〈x, z〉+ b̄〈y, z〉,
〈z, xa+ yb〉 = 〈z, x〉a+ 〈z, y〉b,

〈x, x〉 > 0 for x 6= 0.

The norm is defined as ‖x‖ =
√
〈x, x〉. Let H be a right vector space of H with an inner product.

We also call H the Hilbert space over quaternions. All analysis in this paper is essentially finite
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dimensional. Whether or not we incooperate the completeness in our definition does not change
our result.

Lemma 2.1. (1) ‖xa‖ = |a|‖x‖.
(2) The Cauchy-Schwarz inequality holds for quaternion vector space,

|〈x, y〉| ≤ ‖x‖‖y‖.

(3) ‖ · ‖ is subadditive, i.e., satisfies the triangle inequality. Hence ‖ · ‖ is indeed a norm on V.

Proof. (1) ‖xa‖2 = 〈xa, xa〉 = a∗〈x, x〉a = ‖x‖2|a|2.
(2) Suppose that x is not a scalar multiple of y, and that neither x nor y is 0. Then x− ya is

not 0 for any a. So

‖x− ya‖2 = ‖x‖2 + ‖y‖2|a|2 − 〈x, y〉a− a∗〈x, y〉 > 0

Let a = tµ with real t and |µ| = 1 so that 〈x, y〉a = |〈x, y〉|t. Then

‖x‖2 + ‖y‖2t2 − 2|〈x, y〉|t > 0

holds for all t. So |〈x, y〉| ≤ ‖x‖‖y‖.
(3) (‖x‖+ ‖y‖)2 − ‖x+ y‖2 = 2‖x‖‖y‖ − 〈x, y〉 − 〈y, x〉 ≥ 0.

�

Two vectors x, y are called orthogonal if 〈x, y〉 = 0. A set of vectors x1, . . . , xl ∈ V is an
orthonormal system if 〈xi, xj〉 = δij for i, j ∈ [l].

Lemma 2.2. (Gram-Schmidt process) Let x1, . . . , xn be vectors in a right inner product space V
over H. Assume that x1 6= 0. Then there exists m ∈ [n] orthonormal vectors y1, . . . , ym in the span
of x1, . . . , xn with the following property. For each i ∈ [n] there exists j(i) ∈ [i] such that x1, . . . , xi
are in the span of y1, . . . , yj(i). The vectors y1, . . . , ym are obtained by the Gram-Schmidt process.

Proof. Let y1 = x1‖x1‖−1. Suppose we defined the orthonormal vectors y1, . . . , yj such that their
span, denoted as Vj , contains the vectors x1, . . . , xi. So j(i) = j. Let

zi+1 = xi+1 −
j∑

k=1

yk〈yk, xi+1〉.

Assume first that zi+1 6= 0. A straightforward calculation shows that zi+1 is orthogonal on yk for
k ∈ [j]. Then let yj+1 = zi+1‖zi+1‖−1. Assume second that zi+1 = 0. Then j(i + 1) = j and we
replace xi+1 by xi+2. �

2.4. Tensor products over quaternions. There is no natural way to define the tensor product
space over H. So the definition below is coordinate dependent and should not be confused with the
universal construction often used in other settings.

Given quaternion vector spaces Hm,Hn with standard basis, we define the tensor product Hm⊗Hn

as the space of Hm×n matrices and u ⊗ v can be identified with uvT. On matrices Hm ⊗ Hn we
define the inner product as:

〈A,B〉 = trace A∗B =

m,n∑
i,j=1

A∗ijBij , A = (Aij), B = (Bij) ∈ Hm ⊗Hn.

Therefore

〈u⊗ v, x⊗ y〉 =

m,n∑
i,j=1

v∗ju
∗
ixiyj .
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Notice that

〈u, x〉〈v, y〉 =

m,n∑
i,j=1

u∗ixiv
∗
j yj .

In general, the two quantities are not the same due to noncommutativity.

Lemma 2.3. Let u, x ∈ Hm, v, y ∈ Hn.

(1) If 〈u, x〉 ∈ R then 〈u⊗ v, x⊗ y〉 = 〈u, x〉〈v, y〉.
(2) ‖u⊗ v‖ = ‖u‖‖v‖.
(3) Re(〈v ⊗ v, y ⊗ y〉) = |〈v, y〉|2.

Proof. (1) If 〈u, x〉 ∈ R, then
m,n∑
i,j=1

v∗ju
∗
ixiyj =

n∑
j=1

v∗j (

m∑
i=1

u∗ixi)yj =

m,n∑
i,j=1

u∗ixiv
∗
j yj .

(2) As 〈u, u〉 ≥ 0 it follows that〈u⊗ v, u⊗ v〉 = 〈u, u〉〈v, v〉. Hence ‖u⊗ v‖ = ‖u‖‖v‖.
(3)

Re(〈v ⊗ v, y ⊗ y〉) = Re(

n,n∑
i,j=1

v∗j viy
∗
i yj) = Re(

n∑
i=1

viy
∗
i

n∑
i=1

yiv
∗
i ) = |〈v, y〉|2.

�

2.5. Schur’s theorem for quaternions. Recall Sn(F) ⊂ Fn×n is the space of A satisfying A∗ = A.
We call such matrices self-adjoint. Assume that A = (aij) ∈ Sn(H). We associate with A the
quaternion form Q(x) := x∗Ax =

∑n
i=1

∑n
j=1 x̄iaijxj for x ∈ Hn. As (x∗Ax)∗ = x∗Ax it follows

that Q(x) is always a real number. The matrix A is called positive semidefinite if Q(x) ≥ 0 for
all x. We denote by Sn+(F) the cone of positive semidefinite self-adjoint matrices over F. It is easy
to check that Sn+(H) ∩ Rn×n = Sn+(R). If Q(x) > 0 for all x 6= 0, 〈x, y〉 = x∗Ay defines an inner
product in Hn.

Denote by Un(F) ⊂ Fn×n the group of unitary matrices U∗U = UU∗ = I. The spectral theorem
of A ∈ Sn(F) claims that there exists a unitary U and a real diagonal D such that A = UDU∗ [4].
The columns of U are the eigenvectors of A with real left eigenvalues, which are the corresponding
diagonal entries ofD. Thus A ∈ Sn+(F) if and only if all the left real eigenvalues of A are nonnegative.

In that case A has a unique square root A1/2 = UD1/2U∗ ∈ Sn+(F). Hence A = 〈xi, xj〉, where

x1, . . . , xn are the columns of A1/2. In particular, ‖x1‖ = · · · = ‖xn‖ = 1 if and only if the diagonal
entires of A are 1. To get the expression A = 〈xi, xj〉, we can also use the Cholesky decomposition.
The usual algorithm for Cholesky decomposition works for quaternions.

Lemma 2.4. Assume that M ∈ Hn×n has representation Ĉ(M) ∈ C(2n)×(2n) given by (8). Then

(1) M ∈ Sn(H) if and only if Z ∈ Sn(C) and W is skew symmetric: W T = −W .
(2) M ∈ Sn(H) if and only if M̄ ∈ Sn(H). Furthermore M ∈ Sn+(H) if and only if M̄ ∈ Sn+(H).

(3) M ∈ S+(H) if and only if Ĉ(M) ∈ S2n
+ (C).

Proof. (1) Assume that M = Z +W j, where Z,W ∈ Cn×n. Then M∗ = Z∗−W Tj. Thus M∗ = M

if and only if Z∗ = Z and −W T = W . This is equivalent to the statement that Ĉ(M) ∈ S2n(C).
(2) As M̄ = Z̄ −W j we deduce that M is self-adjoint if and only if M̄ is self-adjoint. Suppose

that M ∈ Sn+(H). Then M = UDU∗ where U is unitary and D is a real diagonal with nonnegative

diagonal entires. Then M̄ = UDU∗ = U∗DŪ = UTDŪ . As Ū is unitary we deduce that M̄ ∈
Sn+(H). Similarly if M̄ positive semidefinite then M is positive semidefinite.

(3) Assume that M is self-adjoint. Then Ĉ(M) is positive semidefinite if and only x∗Zx+y∗Z̄y+
2 Rex∗Wy ≥ 0 for x, y ∈ Cn. Replace x, y with x,−y we deduce that the above Hermitian form is
nonnegative if and only if the form x∗Zx+ y∗Z̄y − 2 Rex∗Wy is nonnegative.
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Assume that M = Z +W j ∈ Sn(H). Let x = z + wj ∈ Hn, where z, w ∈ Cn. A straightforward
calculation shows:

x∗Mx = (z∗ − wTj)(Z +W j)(z + wj) = z∗Zz + wTZ̄w − z∗Ww + wTW̄z

Clearly (wTW̄z)∗ = z∗W Tw = −z∗Ww. As x∗Mx is a real number it follows that x∗Mx =
z∗Zz + wTZ̄w − 2 Re z∗Ww. Set y = w to deduce the claim. �

For A = (aij), B = (bij) ∈ Fm×n denote by A ◦ B = (aijbij) the Schur product of two matrices.
Assume that F ∈ {R,C}. Then the Schur product of two self-adjoint matrices is self-adjoint.
Furthermore, Schur’s theorem claims that the Schur product of two positive semidefinite matrices
is positive semidefinite. Assume that F = H. Since H is not commutative the product of two
quaternion self-adjoint usually is not self-adjoint. There are two simple exception: Assume that
A ∈ Sn(H). If either B ∈ Sn(R) of B = Ā then A ◦ B is self-adjoint. In these two cases Schur’s
theorem hold:

Lemma 2.5 (The Schur product theorem for quaternions). Assume that A ∈ Sn+(H). If either
B ∈ Sn+(R) or B = Ā then A ◦B ∈ Sn+(H).

Proof. Assume first that B ∈ Sn+(R). Lemma 2.4 yields that it is enough to show that Ĉ(A◦B) � 0.

Let B̂ = J2⊗B, where J2 ∈ S2
+(R) is a matrix whose entries are 1 and ⊗ is the Kronecker product.

Thus

B̂ =

(
B B
B B

)
, Ĉ(A) =

(
Z W
−W̄ Z̄

)
, Ĉ(A ◦B) =

(
Z ◦B W ◦B
−W̄ ◦B Z̄ ◦B

)
.

Hence Ĉ(A◦B) = Ĉ(A)◦B̂. Since J2 and B are positive semidefinite it follows that B̂ � 0. Schur’s

theorem yields that Ĉ(A) ◦ B̂ � 0. Hence Ĉ(A ◦B) � 0.
Assume now that B = Ā. Then A ◦ Ā = Z ◦ Z̄ + W ◦ W̄ . As W T = −W it follows that

W ◦ W̄ ∈ Sn(R). Since Ĉ(A) � 0 we deduce that Ĉ(A) � 0. Hence

Ĉ(A) ◦ Ĉ(A) =

(
Z ◦ Z̄ W ◦ W̄
W̄ ◦W Z̄ ◦ Z

)
� 0.

Restrict this form to the vector (x∗, x∗)∗ to deduce that A ◦ Ā � 0. �

Lemma 2.6 (Another proof of the Schur product theorem for quaternions). For symmetric pos-
itive semidefinite real matrix M and self-adjoint positive semidefinite quaternion matrix N, their
Hadamard product, defined by (M ◦N)ij := MijNij, is self-adjoint positive semidefinite. The matrix
Lij := NijN

∗
ij = ‖Nij‖2 is also self-adjoint positive semidefinite. Remark: This version avoids the

use of embedding. The first proof is not very reader-friendly. I have to write down two concrete
quaternion matrices M,N and go through every step to figure out whether the claim is correct or
not...

Proof. M can be written as Mij = 〈ai, aj〉 where ai ∈ Rn. And N can be written as Nij = 〈xi, xj〉
where xi ∈ Hn. By Lemma 2.3,

〈ai ⊗ xk, aj ⊗ xl〉 = 〈ai, aj〉〈xk, xl〉.

So both the Kronecker product and Schur product of M and N are semidefinite positive.
For the second claim, again by Lemma 2.3, Lij = ‖〈xi, xj〉‖2 = R(〈x̄i⊗ xi, x̄j ⊗ xj〉). So L is the

real part of a positive semidefinite matrix and it is also positive semidefinite. �

Lemma 2.7. Let H be a Hilbert space over quaternions. Assume that x1, . . . , xn be n unit vectors
in H. Then for each m ∈ N, there exists m unit vectors x1,m . . . , xn,m ∈ Hn such that 〈xi,m, xj,m〉 =
〈xi, xj〉|〈xi, xj〉|2m.
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Proof. Let A0 = (〈xi, xj〉). Then A0 ∈ Sn+ is a correlation matrix. Denote Am = Am−1 ◦ (A0 ◦ Ā0)
for m ∈ N. Use induction and Lemma 2.5 to deduce that Am is a correlation matrix. Then
Am = (〈xi,m, xj,m〉). Hence 〈xi,m, xj,m〉 = 〈xi, xj〉|〈xi, xj〉|2m. �

2.6. The kernel trick. We now state the kernel trick for quaternion Hilbert space [17, §3.7]. This
technique that was used in [6] to deduce in a unified way the Krivine-Haagerup upper bound on
the Grothendieck constant KF

G for the fields of real or complex numbers F.

Lemma 2.8. Let H be a Hilbert space over quaternions. Assume that x1, . . . , xn, y1, . . . , yn are 2n
unit vectors in H. Suppose that g(z) is an analytic function in the unit complex disk with Taylor
series satisfying the following conditions.

g(z) =
∞∑
i=0

amz
2i, ai ∈ R,

∞∑
i=0

|am| = 1

Then there exists 2n unit vectors u1, . . . , un, v1, . . . , vn in a Hilbert space H′ such that

〈xi, yj〉g(|〈xi, yj |) = 〈ui, vj〉, i, j = 1, . . . , n.(9)

Proof. Let zi = xi, zn+i = yi for i ∈ [n]. Lemma 2.7 yields the existence of unit vectors wi,m ∈ H2n

such that 〈wi,m, wj,m〉 = 〈zi, zj〉|〈zi, zj〉|2m for each m ∈ N and i, j ∈ [2n].
Let H′ = H⊕ (⊕∞m=1H2n) with the corresponding induced inner product. Define

ui = xi
√
|a0| ⊕ (⊕∞m=1wi,m

√
|am|),

vi = yi sgn a0

√
|a0| ⊕ (⊕∞m=1wn+i,m sgn am

√
|am|)

for i ∈ [n]. Then ui, vi are unit vectors and (9) holds. �

2.7. Existence of the Grothendieck constant for quaternions. In this paper we view Hm×n

as a left vector space over H. We introduce two norms on Hm×n:

‖M‖∞,1,H = max{|
m,n∑
i,j

Mij ε̄iδj |, εi, δj ∈ H, |εi| = |δj | = 1, i ∈ [m], j ∈ [n]},(10)

‖M‖G,H = max{|
m,n∑
i,j

Mij〈xi, yj〉|, xi, yi ∈ H, ‖xi‖ = ‖yj‖ = 1, i ∈ [m], j ∈ [n]}.(11)

Here H is a right Hilbert space over quaternions. If we choose H to be one dimensional then
the maximum in the Grothendieck norm is the maximum of (∞, 1) norm. Hence we have the
inequality ‖M‖∞,1 ≤ ‖M‖G,H. Thus the problem if we have the reverse inequality independent

on the dimensions m,n: KH
G‖M‖∞,1 ≥ ‖M‖G,H? By multiplying each δj and yj by a fixed a ∈

H, |a| = 1 from the right, for j ∈ [n], we can replace absolute values in the definitions of the norms
‖M‖∞,1, |M‖G,H by the real part

‖M‖∞,1,H = max{Re(

m,n∑
i,j

Mij ε̄iδj), εi, δj ∈ H, |εi| = |δj | = 1, i ∈ [m], j ∈ [n]},(12)

‖M‖G,H = max{Re(

m,n∑
i,j

Mij〈xi, yj〉), xi, yj ∈ H, ‖xi‖ = ‖yj‖, i ∈ [m], j ∈ [n]}.(13)

Observe next that the maximum in the characterizations above we can replace the equalities |εi| =
|δj | = ‖xi‖ = ‖yj‖ = 1 by the inequalities |εi|, |δj |, ‖xi‖, ‖yj‖ ≤ 1 [5].

Next we now are going to replace the maximum in the above characterization for ‖M‖∞,1,H with
quaternions with matrices of sizes (2m) × (2n) with complex entries. We start with the following
lemma which follows by straightforward calculation:
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Lemma 2.9. Assume that the quaternions α, ε, δ have the following matrix representations:

α =

(
a b
−b̄ ā

)
, ε =

(
z w
−w̄ z̄

)
, δ =

(
u v
−v̄ ū

)
∈ C2×2.

Then

Re(αε̄δ) = Re((z̄, w̄)

(
a −b̄
b ā

)
(u, v)T) = Re((z̄, w̄)A(α)T(u, v)T).

Lemma 2.10. Let

M = (Mij) ∈ Hm×n, εi = (zi, wi), δj = (ui, vi) ∈ H, zi, wi, uj , vj ∈ C,

where |zi|2 + |wi|2 = |ui|2 + |vi|2 = 1, i ∈ [m], j ∈ [n]. To each quaternion Mij = (Mij,1,Mij,2)

associate the matrix C(Mij) =

(
Mij,1 Mij,2

−M̄ij,2 M̄ij,1

)
. Let M̃ = (C(Mij)

T) ∈ C(2m)×(2n) and

e = (z̄1, w̄1, z̄2, w̄2, . . . , z̄m, w̄m)T ∈ C2m, d = (u1, v1, u2, v2, . . . , un, vn)T ∈ C2n.

Then

Re(

m,n∑
i,j

Mij ε̄iδj) = Re(eTM̃d), where εi, δj ∈ H, |εi| = |δj | = |zi|2 + |w2
i | = |uj |2 + |vj |2 = 1,

and

(14) ‖M‖1,∞,H = max{Re(eTM̃d), e ∈ C2m, d ∈ C2n, |zi|2 + |w2
i | = |uj |2 + |vj |2 = 1,

for i ∈ [m], j ∈ [n]. In particular

(15) ‖M‖1,∞,H ≤ ‖M̃‖1,∞,C ≤ 2‖M‖1,∞,H.

Proof. Use Lemma 2.10 to obtain the first equality of the lemma. Clearly, the set |z|2 + |w|2 = 1

is a subset of |z| ≤ 1, |w| ≤ 1. Hence the characterizations (14) and the complex norm ‖M̃‖∞,1,C
yield the first inequality in (15). In the equality |z|2 + |w|2 = 1 choose a special case |z| = |w| = 1√

2
.

Then |
√

2z| = |
√

2w| = 1. Hence the maximal characterization for 2M̃ corresponding to ‖2M‖∞,1,H
is not less than ‖M̃‖∞,1,C. �

We now recast ‖M‖G,H in termis of the above matrix M̃ . We first write down x, y ∈ Hl as

z + wj, u+ vj, where z, w, u, v ∈ Cl. We next observe that

(16) 〈x, y〉 = 〈z + wj, u+ vj〉 = (〈z, u〉+ 〈v, w〉) + (〈z, v〉 − 〈u,w〉)j.

Introduce the following four vectors:

f1 = (zT, wT)T, f2 = (wT,−zT)T, g1 = (uT, vT)T, g2 = (vT,−uT)T ∈ C2l.

Then

〈x, y〉 = 〈f1, g1〉+ 〈f1, g2〉j = 〈f2, g2〉 − 〈f2, g1〉j.
Note that 〈f, g〉 = f∗g is the standard inner product on C2l. Furthermore

‖f1‖ = ‖f2‖ = ‖x‖, ‖g1‖ = ‖g2‖ = ‖y‖,

The next lemma relates Re(α〈x, y〉) to the corresponding Re(
∑2

i,j=1(A(α)>)ij〈fi, gj〉):

Lemma 2.11. Let α = a+ bj ∈ H and x, y ∈ Hl. Then

Re(α〈x, y〉) =
1

2
Re(

2∑
p,q=1

(A(α)T)pq〈fp, gq〉).
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Proof. The above formulas yield

Re(α〈x, y〉) = Re(a(〈z, u〉+ 〈v, w〉)− b(〈z, v〉 − 〈u,w〉) = Re(a(〈u, z〉+ 〈w, v〉)− b(〈v, z〉 − 〈w, u〉)
= Re(a〈f1, g1〉+ b〈f2, g1〉) = Re(ā〈f2, g2〉 − b̄〈f1, g2〉)

As A(α) =

(
a b
−b̄ ā

)
we get

Re(

2∑
p,q=1

(A(α)T)pq〈fp, gq〉) = Re(a〈f1, g1〉 − b̄〈f1, g2〉+ b〈f2, g1〉+ ā〈f2, g2〉).

Compare the two expressions to deduce the lemma. �

The following result is an improvement of the Grothendieck’s result [8] that KC
G ≤ 2KR

G, and an
analog of [5, (63)]:

Theorem 2.12. The Grothendieck constant for quaternions is not more then the Grothendieck
constant for complex numbers: KH

G ≤ KC
G.

Proof. Let M = (Mij) ∈ Hm×n. Let M̃ ∈ C(2m)×(2n) be defined as in the proof of Lemma 2.10.

Lemma 2.10 claimes that ‖M̃‖∞,1,C ≤ 2‖M̃‖∞,1,H.

Assume that the entries of M̃ are M̂ij ∈ C where i ∈ [2m], j ∈ [2n]. Let x1, . . . , xm, y1, . . . , yn ∈
H, be vectors of norm one, where H is an inner product space over quaternions. As one has
Gram-Schmidt process in H we can assume that x1, . . . , xm, y1, . . . , yn ∈ Hn+m. Consider the
Grothendieck norm ‖M‖G,H. For each xi, yj define f2i−1, f2i, g2j−1, f2j as before the proof of Lemma

2.11. The proof of Lemma 2.11 that ‖M‖G,H is maximum on all f1, . . . , f2m, g1, . . . , g2n ∈ C2(n+m)

of the expression

1

2
Re(

m,n∑
i,j=1

2∑
p,q=1

(C(Mi,j)
T)pq〈f2(i−1)+p, g2(j−1)+q〉).

Clearly, the above maximum is not more then the maximum for 1
2‖M̃‖G,C, since the vectors

f2i−1, f2i, g2j−1, f2j are of a special form. Hence

‖M‖G,H ≤
1

2
‖M̃‖G,C ≤

KC
G

2
‖M̃‖∞,1,C ≤ KC

G‖M‖∞,1,H.

(The right hand side inequality follows from (15).) �

2.8. Semidefinite programming for computing quaternion Grothendieck norm. In this
subsection we state the computation of ‖M‖G,H as an SDP problem on positive semidefinite Hermit-
ian matrices. We use the characterization (13). Let zi = xi, zn+j = yj for i ∈ [m], j ∈ [n]. Denote
by Gp(H) ⊂ Sp+(H) the convex set of quaternion correlations matrices, i.e., all positive semidefinite
quaternionic matrices whose diagonal entries are 1. Assume that G = G(z1, . . . , zm+n) ∈ Gm+n(H).

Let H = Ĉ(G). Then H ∈ S2(m+n)(C) is a complex correlation matrix of the form (8), where
Z,W ∈ Cm+n and W T = −W . Let us denote this real subspace of complex correlation matrices by
C2(m+n). Define as in [5]

A(M) =

[
0 M
M∗ 0

]
∈ Sm+n(H)

Lemma 2.13. Assume that M ∈ Hm×n. Then

‖M‖G,H =
1

2
max{Re trA(M)G,G ∈ Gm+n(H)} =

1

4
max{tr Ĉ(A(M))H,H ∈ C2(m+n)}.
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Proof. Let G = G(z1, . . . , zm+n) be defined as above. Then

trA(M)Ḡ =
m∑
i=1

n∑
j=1

Mij〈yj , xi〉+Mji〈xi, yj〉 =
m∑
i=1

n∑
j=1

Mij〈xi, yj〉+Mji〈xi, yj〉,

Re trA(M)Ḡ =
m∑
i=1

n∑
j=1

ReMij〈xi, yj〉+ ReMij〈xi, yj〉 = 2 Re
m∑
i=1

n∑
j=1

Mij〈xi, yj〉

(To deduce the last equality we used (6).) Lemma 2.4 yields that Ḡ ∈ Sm+n
+ iff and only if Ḡ ∈ Sm+n

+ .
As the diagonal entries of Ḡ are 1 we deduce that Ḡ ∈ Gm+n(H) if and only if G ∈ Gm+n(H). Use
(13) to deduce the first part of the characterization of ‖M‖G,H. Since A(M), G ∈ Sm+n(H) we have

M = M1 +M2j, A(M) = A1 +A2j =

[
0 M1

M∗1 0

]
+

[
0 M2

−MT
2 0

]
j, G = G1 +G2j,

M1,M2 ∈ Cm×n, G1 ∈ Sm+n(C), G2 ∈ C(m+n)×(m+n), GT
2 = −G2.

Hence

Ḡ = Ḡ1 −G2j, Re trA(M)Ḡ = Re(A1Ḡ1 +A2Ḡ2).

Observe next

Ĉ(A(M)) =

[
A1 A2

−Ā2 Ā1

]
, Ĉ(Ḡ) =

[
Ḡ1 −G2

Ḡ2 G1

]
,

tr Ĉ(A(M))Ĉ(Ḡ)) = tr(A1Ḡ1 +A2Ḡ2 + Ā2G2 + Ā1G1) = 2 Re(A1Ḡ1 +A2Ḡ2).

As Ḡ ∈ Gm+n(H) we deduce that Ĉ(Ḡ) ∈ C2(m+n). Vice versa, if H ∈ C2(m+n) then H = Ĉ(Ḡ) for
some Ḡ ∈ Gm+n(H). Hence G is a quaternion correlation matrix. This proves the lemma. �

2.9. The sign function for quaternions. We define our sign function over F

(17) sgn z =

{
z/|z| z 6= 0,

0 z = 0.

Denote by S3 = {a ∈ H, |a| = 1}, the 3-dimensional sphere in R4. Note that multiplication by
φa(b) = ab, and ψa(b) = ba are orientation preserving orthogonal transformation on H for a fixed
a ∈ S3 and b ∈ H. In particular φa(S

3) = ψa(S
3) = S3.

On S3 let dσ be the Haar measure on S3, which is invariant under the action of φa, ψb. We now
give the following generalization of Haagerup formula [10] for sgn(z) for quaternions:

Lemma 2.14. Let z ∈ H. Then

(18) sgn(z) =
3

8π

∫
w∈S3

sgn(Re(w̄z))wdσ(w).

Proof. Clearly for z = 0 (18) trivially holds. We next assume that z = 1. Hence the left hand side
of (18) is 1. Let w = w0 + w1i + w2j + w3k ∈ S3. Then Re(w∗) = w0 and sgn(Re(w̄)) = sgn(w0).
We first observe that ∫

w∈S3

sgn(w0)wjdσ(w) = 0 for j ∈ [3].

This follows from the observation that the transformation w 7→ w̄ is Haar measure preserving on
S3. Hence ∫

w∈S3

sgn(w0)wjdσ(w) = −
∫
w∈S3

sgn(w0)wjdσ(w), j ∈ [3].
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Observe next that sgn(Re(w̄))w0 = sgn(w0)w0 = |w0|. Thus we need to show that
∫
w∈S3 |w0|dσ(w) =

8π
3 . We now introduce the spherical coordinates on R4 as follows:

w0 = cos(φ0), w1 = sin(φ0) cos(φ1), w2 = sin(φ0) sin(φ1) cos(φ2),

w3 = sin(φ0) sin(φ1) sin(φ2), dσ = sin2(φ0) sin(φ1)dφ0dφ1dφ2,

φ0, φ1 ∈ [0, π], φ2 ∈ [0, 2π].

Hence ∫
w∈S3

|w0|dσ(w) =
( ∫ π

0
| cos(φ0)| sin2(φ0)dφ0

)( ∫ π

0
sin(φ1)dφ1

)( ∫ 2π

0
dφ2

)
=

8π

3
.

Hence (18) holds for z = 1. For a general z 6= 0 we recall that sgn(z) = sgn(tz) for any t > 0.
Hence it is ehough to show (18) for z ∈ S3. That is we need to show the equality

z =
3

8π

∫
w∈S3

sgn(Re(w̄z))wdσ(w), z ∈ S3

By multiplying by z̄ from the left it is enough to show that

1 =
3

8π

∫
w∈S3

sgn(Re(w̄z))z̄wdσ(w).

Now introduce a new variable u = φz̄(w) = z̄w on S3 . Note that ū = w̄z. Since the Haar measure
on S3 is invariant under φz̄ we get that dσ(w) = dσ(u). Hence the above equality is equivalent to
(18) for z = 1, which was proved. �

2.10. Quaternion Gaussian. Recall the distribution of GR
n(z) and GC

n(z) given [10]. The Gassian
quaternions Hn has the distribution

GH
n (z) =

(π
2

)−2n
exp(−2‖z‖22).

The variance chosen here is totally arbitrary.

Theorem 2.15. Assume that u, v ∈ H are of norm one, where H is a right vector space over H.
m(z) is the Lebesgue measure in Hn, then∫

Hn
sgn〈u, z〉 sgn〈z, v〉GH

n (z)dm(z) = 〈u, v〉fH(|〈u, v〉|)

= 〈u, v〉3
2

∫ π
2

0

cos4 t√
1− |〈u, v〉|2 sin2 t

dt.

If 〈u, v〉 is real, then∫
Hn

sgn〈z, u〉 sgn〈v, z〉GH
n (z)dm(z) = 〈u, v〉fH(|〈u, v〉|)

= 〈u, v〉3
2

∫ π
2

0

cos4 t√
1− |〈u, v〉|2 sin2 t

dt.

Proof. We will prove the first formula, the proof of second formula is the same. First we claim it
is enough to prove this formula for n = 2. Indeed, Since span (u, v) is at most two dimensional,
by performing Gram-Schmidt orthogonalization process we can find an orthonormal basis in Fn
such that u, v ∈ span (e1, e2). Fn can be decomposed as span (e1, e2) and its complement. By the
correspond decomposition of the Gaussian variable, its integration on the complement dimension
is simply 1.

Recall the famous Grothendiecks Identity: for any fixed real vectors u, v of norm 1, we have∫
Rn

sgn〈x, u〉 sgn〈x, v〉GR
n(x)dx =

2

π
arcsin〈u, v〉.
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For u, v, z ∈ Hn, donote their real vector form as u, v, z ∈ R4n. Then 〈u, v〉 = Re〈u, v〉 and the
Grothendiecks Identity becomes:∫

Hn
sgn Re〈u, z〉 sgn Re〈z, v〉GH

n (z)dm(z) =
2

π
arcsin Re〈u, v〉.

By Lemma 2.14, we have∫
Hn

sgn〈u, z〉 sgn〈z, v〉GH
n (z)dm(z)

=
9

64π2

∫
w1,w2∈S3

∫
z∈Hn

sgn(Re(w̄1〈u, z〉))w1 sgn(Re(w̄2〈z, v〉))w2dσ(w1)dσ(w2)GH
n (z)dm(z)

=
9

32π3

∫
w1,w2∈S3

arcsin(Re(〈uw1, vw̄2〉))w1w2dσ(w1)dσ(w2)

(1) Assume now 〈u, v〉 = a ∈ R, then Re〈uw1, vw̄2〉 = aRe(w̄1w̄2) = aRe(w1w2). Thus we
deduce

〈u, v〉fH(|〈u, v〉|) =
9

32π3

∫
w1,w2∈S3

arcsin(|〈u, v〉|Re(w1w2))w1w2dσ(w1)dσ(w2)

=
9

32π3

∫
w1,w2∈S3

arcsin(|〈u, v〉|Re(w1(w−1
1 w2))w1(w−1

1 w2)dσ(w1)dσ(w2)

=
9

16π

∫
q∈S3

arcsin(|〈u, v〉|Re(q))qdσ(q)

The second equality is due to the fact that dσ(w2) is a Haar measure. The third equality is due to
the fact that the volume of S3 is equal to 2π2.

Observe that the left hand side of this equality is real. Hence

〈u, v〉fH(|〈u, v〉|) =
9

16π

∫
q∈S3

arcsin(|〈u, v〉|Re(q)) Re(q)dσ(q).

Now use the spherical coordinates as before to deduce that

〈u, v〉fH(|〈u, v〉|) =
9

4

∫ π

0
arcsin(|〈u, v〉| cosφ0) cosφ0 sin2 φ0dφ0

=
9

2

∫ π
2

0
arcsin(|〈u, v〉| cosφ0) cosφ0 sin2 φ0dφ0

=
9

2

∫ π
2

0
arcsin(|〈u, v〉| sin t) sin t cos2 t dt.

Finally do the integration by part to get

〈u, v〉fH(|〈u, v〉|) =
3|〈u, v〉|

2

∫ π
2

0

cos4 t√
1− |〈u, v〉|2 sin2 t

dt.

Thus

(19) fH(|〈u, v〉|) =
3

2

∫ π
2

0

cos4 t√
1− |〈u, v〉|2 sin2 t

dt.
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(2) If 〈u, v〉 is not real, then there is a norm 1 quaternion c such that 〈uc, v〉 ∈ R.∫
Hn

sgn〈u, z〉 sgn〈z, v〉GH
n (z)dm(z)

=

∫
Hn
c sgn〈uc, z〉 sgn〈z, v〉GH

n (z)dm(z)

=c
3〈cu, v〉

2

∫ π
2

0

cos4 t√
1− |〈cu, v〉|2 sin2 t

dt

=
3〈u, v〉

2

∫ π
2

0

cos4 t√
1− |〈u, v〉|2 sin2 t

dt

�

2.11. The function p(x). Define a function over the open quaternion unit disk DH = {z ∈ H, |z| <
1} by

(20) P (z) :=
3z

2

∫ π/2

0

cos4 t

(1− |z|2 sin2 t)1/2
dt, z ∈ DH,

and the function p(x) as the restriction of P to (−1, 1) ⊆ R. Note that p′(x) > 0 on (−1, 1),
p(−1) = −1 and p(1) = 1. Hence p : [−1, 1] → [−1, 1] is a strictly increasing continuous bijection.
Since [−1, 1] is compact, p is a homeomorphism of [−1, 1] onto itself. By the Taylor expansion

(1− x2 sin2 t)−1/2 =
∞∑
k=0

(2k − 1)!!

(2k)!!
x2k sin2k t, |x| ≤ 1, 0 ≤ t < π/2,

and ∫ π/2

0
cos4 t sin2k t dt =

3π

2
· (2k − 1)!!

(2k + 4)!!
,

we get

(21) p(x) =
∞∑
k=0

9π

16(k + 1)(k + 2)

[
(2k − 1)!!

(2k)!!

]2

x2k+1, x ∈ [−1, 1].

Let p`(x) = x 2F1

(
1
2 ,

1
2 ; `;x2

)
be the function introduced in §1. A straightforward calculation shows

that p(x) = 9π
32 p3(x). This observation coincides with the formula [2, (3.2)]. Namely E4(z) = p(x).

More general E2d(z) = C2dpd+1(x), where C2d = (1/d)
(
Γ((2d + 1)/2)/Γ(d)

)2
. Thus, whenever

the inverse function of p`(x) has first Taylor coefficient positive and all other nonpositive one can
improve the value of the Grothendieck constants KR

G,2(`−1) as in [5]. Compare above p(x) with

the real Haagerup function

(22) h(x) =
∞∑
k=0

π

4(k + 1)

[
(2k − 1)!!

(2k)!!

]2

x2k+1, x ∈ [−1, 1].

Observe that h(x) = π
4 p2(x). Note that

(x3p(x))′ =
3

2
x2h(x).

As

[
(2k−1)!!

(2k)!!

]
< 1 It follows that

∞∑
k=0

9π

16(k + 1)(k + 2)

[
(2k − 1)!!

(2k)!!

]
<
∞∑
k=0

9π

16(k + 1)(k + 2)
=

9π

16

∞∑
k=0

(
1

k + 1
− 1

k + 2
) =

9π

16
.
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Therefore the power series for p(x) (or P (z)) converge uniformly to a continuous function on
the closed quaternion unit disk D̄H. Note that p(z) is analytic in the open complex unit disk
D = {z ∈ C, |z| < 1}. Use the ratio test for the coefficients to see that the radius of convergence
of the series for p(z) is r = 1. Since the Taylor coefficients of p(z) are nonnegative, Pringsheim’s
theorem yield that z = 1 is a singular point. As p(−z) = −p(z) it follows that z = −1 is also
singular point. As p′(0) > 0 it follows that p(z) has an inverse analytic function in some disc
D(r) = {z ∈ C, |z| < r}. So

(23) p−1(z) =

∞∑
k=0

c2k+1z
2k+1, z ∈ C, |z| < r, 0 < r ≤ 1.

The reason that r ≤ 1 is because 1 is the singular point of p(z). The coefficients c2k+1 are given by
the Lagrange inversion formula:

(24) c2k+1 =
1

(2k + 1)!
lim
t→0

[
d2k

dt2k

(
t

p(t)

)2k+1]
.

Since p′(x) > 0 for x ∈ (−1, 1) the function p−1(z) is an analytic function in some simply connected
domain containing (−1, 1).

Assume that p(z) = w. Then z = p−1(w). As p3(z) = 32
9πw it follows that z = p−1

3 ( 32
9πw) =

p−1(w). Hence the Taylor coefficients of p−1(w) and p−1
3 (w) have the same signs.

2.12. Haagerup’s method. In this subsection we will try to apply methods in [10] to show that
c2k+1 < 0 for k > 0. We first show that as in [10, Lemma 2.2] that p(z) can be extended to a
continuous function p+(z) in the closed upper half plane C+ = {z ∈ C,=(z) ≥ 0} which is analytic
in the open upper half plane C+

o = {z ∈ C,=(z) > 0}. Recall that

(25) p(x) =
9

2

∫ π
2

0
sin t cos2 t arcsin(x sin t)dt, −1 ≤ x ≤ 1.

The analytic function sin z is a bijection of [−π
2 ,

π
2 ]× [0,∞) onto the closed upper half plane. Let

arcsin+ z : C+ → [−π
2 ,

π
2 ]× [0,∞). Note that

arcsin+ x = arcsinx for − 1 ≤ x ≤ 1,

arcsin+ x =
π

2
+ i arccoshx for x ≥ 1,

arcsin+ x = −π
2

+ i arccosh (−x) for x ≤ −1.

Furthermore arcsin+ z is analytic in C+
o . Hence we can define

(26) p+(z) =
9

2

∫ π
2

0
sin t cos2 t arcsin+(z sin t)dt.

Lemma 2.16. The function p(x) given by (25) has an analytic extension to C+
o given (57). Fur-

themore p+(z) is continuous on C+. Its value for x > 1 is given by the formulas:

Re(p+(x)) =
9

2
(

∫ sin t= 1
x

0
sin t cos2 t arcsin(x sin t) dt+

∫ π
2

sin t= 1
x

sin t cos2 t
π

2
dt) =

3

2

∫ sin t= 1
x

0

x cos4 t dt√
1− x2 sin2 t

,

=(p+(x)) =
9

2

∫ π
2

sin t= 1
x

sin t cos2 t arccos(x sin t) dt =
3

2

∫ π
2

sin t= 1
x

x cos4 t dt√
x2 sin2 t− 1

.

Similar equalities hold for x < −1. Furthermore
(27)

Re(p+(x)) =
3

2

∫ π
2

0
(1− x−2 sin2 u)

3
2 du, =(p+(x)) =

3

2
(1− x−2)2

∫ π
2

0

sin4 v√
1− (1− x−2) sin2 v

dv
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Proof. The arguments of the proof are the same as Haagerup plus the following modification. First
recall that (cos3 t)′ = −3 sin t cos2 t. Hence

3

∫ sin t= 1
x

0
sin t cos2 t arcsin(x sin t)dt = − cos3 t arcsin(x sin t)|sin t=

1
x

t=0 +

∫ sin t= 1
x

0

x cos4 t dt√
1− x2 sin2 t

,

3

∫ π
2

sin t= 1
x

sin t cos2 t
π

2
dt = −π

2
cos3 t|

π
2

sin t= 1
x

.

These equalities show the first identity for Re(p+(x)). Use the same integration by part for the
first identity for =(p+(x)).

For identities (27) use the same substitutions as in [10, page 205]. For the expression Re(p+(x))
use sinu = x sin t. Since in the integrant we have cos4 t = cos2 t cos2 t we need to multiply the

integrant of Haagerup by cos2 t = 1−sin2 t = 1−x−2 sin2 u, which gives the factor (1−x−2 sin2 u)
3
2 .

For the expression =(p+(x)) use the substitution sin v = cos t√
1−x−2

. Again cos2 t = (1−x−2) sin2 v.

�

Lemma 2.17. We have the following series expansions for x ≥ 1:

ψ1(x) = Re(p+(x)) =
9π

16

(4

3
− x−2 +

∞∑
k=2

(2k − 5)!!(2k − 1)!!

22k−2(k!)2
x−2k

)
,(28)

ψ2(x) = =(p+(x)) =
3π

16

∞∑
k=0

(2k − 1)!!(2k + 3)!!

22kk!(k + 2)!
(1− x−2)k+2.(29)

Furthermore the functions ψ1 and ψ2 strictly increase on for x ≥ 1.

Proof. First, we use the following Taylor expansions:

(1− t)
3
2 = 1− 3

2
t+ 3

∞∑
k=2

(2k − 5)!!

2kk!
tk, (1− t)−

1
2 =

∞∑
k=0

(2k − 1)!!

2kk!
tk.

Second, we use the formula
∫ π

2
0 sin2n udu = (2n−1)!!

2n+1n!
π, where (−1)!! = 1.

To show that ψ1(x) strictly increases observe that 1−x−2 sin2 u strictly increasing for x ≥ 1. To
show that ψ2(x) striclty increases for x ≥ 1 observe that the functions (1−x−2) and 1

1−(1−x−2) sin2 u

strictly increase for x ≥ 1. �

Use (57) and the arguments of [10][Lemmas 2.3 and 2.4] to deduce:

Lemma 2.18. (1) =(p+(z)) ≥ =(p+(|z|)) for |z| ≥ 1 , =(z) ≥ 0.
(2) p+(z) has no zero in C+ except z = 0.

Lemma 2.19. Assume that the Taylor series of p−1(x) are given by (23). Let α > 1. Then for an
odd positive integer n we have

cn =
2

πn

∫ α

1
=(p+(x)−n) dx+ rn(α), where |rn(α)| ≤ α

n
(=p+(α))−n.

We now imitate the steps in the proof of Haagerup for nonpositivity of Taylor series of h(z) for
k ≥ 2. We will do that without relying on the complete elliptic integrals, only using Lemmas 2.16
and 2.17. We first start with the following Lemma:

Lemma 2.20. The ration ψ2(x)
ψ1(x) strictly increases for x ≥ 1.
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Proof. Let

ψ2(x)

ψ1(x)
=

(1− x−2)2
∫ π

2
0

sin4 v√
1−(1−x−2) sin2 v∫ π

2
0 (1− x−2 sin2 u)

3
2 du

=
(1− x−2)

1
2

∫ π
2

0
sin4 v√

1−(1−x−2) sin2 v∫ π
2

0 [(1− x−2)−1(1− x−2 sin2 u)]
3
2 du

The proof of Lemma 2.17 yields that the numerator of the last expression strictly increases for
x ≥ 1. Thus it is enough to show that the denominator of the last expression strictly decreases for
x ≥ 1. This would follow from the claim that

1− (1− x−2) sin2 u

1− x−2
= cos2 u+

1

x2 − 1

strictly decreasing. This is obvious from the last last expression. �

Clearly

ψ1(1) = 1, ψ1(∞) =
3π

4
, ψ2(1) = 0, ψ2(∞) =∞.

Corollary 2.21. The complex function p+ has the following expression for x ≥ 1

θ(x) = arctan
ψ2(x)

ψ1(x)
, p+(x) = ψ1(x) + iψ2(x) = |p+(x)| eiθ(x) =

√
ψ2

1(x) + ψ2
2(x) eiθ(x).

The function θ(x) strictly increases for x ≥ 1, where θ(1) = 0 and θ(∞) = π
2 .

The above corollary is the analog of [10][Lemma 2.7].
Next we need an analog of Lemma 2.8. We first start with the following lemma .

Lemma 2.22. Let χ(x) : [0, π2 ) → [1,∞) be the inverse function of θ(x). Then the substitution
x = χ(y) yields:

dχ

dy
=

ψ2
1(χ(y)) + ψ2

2(χ(y))

ψ′2(χ(y))ψ1(χ(y))− ψ′1(χ(y))ψ2(χ(y))
,

|p+(x)|−ndx = |p+(χ(y))|−n ψ2
1(χ(y)) + ψ2

2(χ(y))

ψ′2(χ(y))ψ1(χ(y))− ψ′1(χ(y))ψ2(χ(y))
dy =(

|p+|n−2(χ(y))(ψ′2(χ(y))ψ1(χ(y))− ψ′1(χ(y))ψ2(χ(y)))
)−1

.

Proof. As y = θ(x) is strictly increasing on [1,∞) it follows that x = χ(y) is strictly increasing on
[0, π2 ). Clearly

dy

dx
= (arctan

ψ2(x)

ψ1(x)
)′ =

ψ′2(x)ψ1(x)− ψ′1(x)ψ2(x)

ψ2
1(x) + ψ2

2(x)
.

This equality implies straightforward the lemma. �

The following proposition follows from (27), the numerical calculations B.3 and the last part of
Lemma 2.17.

Proposition 2.23. Let ω(x) = ψ′2(x)ψ1(x) − ψ′1(x)ψ2(x). Then ω(x) strictly increases on [0, τ ],
where

τ ≈ 1.732, ω(τ) ≈ 1.360, ω(1) = ω′(τ) = 0.

Assume that ω(x)|p+(x)|m is strictly increasing on [1, α] for some m > 0. Then for each integer
k ≥ 0 the function ω(x)|p+(x)|m+k strictly increases on the interval [1, α].

Let us choose α = 5 and

θ0 = θ(5) = arctan
ψ2(5)

ψ1(5)
≈ 0.8097.

By Proposition B.4, ω(x)|p+(x)|7 increases in [1, 5]. We now give an analog of [10][Lemma 2.8].
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Figure 1. Graph of function ω(x).

Figure 2. Graph of function ω(x)|p+(x)|7.

Lemma 2.24. Let α = 5 and θ0 = θ(α). For a fixed n ∈ N let p = bnθ0π c. Set

Ir =
2

πn

∫ θ(x)=π
n
r

θ(x)=π
n

(r−1)
|p+(x)|−n| sinnθ(x)|dx
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for r = 1, . . . , p. Put

I ′ =
2

πn

∫ α

θ(x)=π
n
p
|p+(x)|−n| sinnθ(x)|dx

Then:

(1)
2

πn

∫ α

1
=(p+(x)−n)dx = −I1 + I2 − · · ·+ (−1)pIp + (−1)p+1I ′.

(2) For n ≥ 9 one has p ≥ 2 and I1 > I2 > · · · > Ip > I ′.

Proof. (1 ) Observe that =(p+(x)−n) = |p+(x)|−n sin(−nθ(x)) = −|p+(x)|−n sin(nθ(x)). Hence∫ α

1
=(p+(x)−n)dx = −

∫ α

1
|p+(x)|−n sin(nθ(x))dx =

πn

2
(−I1 + I2 − · · ·+ (−1)pIp + (−1)p+1I ′).

(2 ) Let x = χ(y) for y ∈ [0, θ0]. Use Lemma 2.22 and the definition of ω(x) in Proposition (2.23)
to deduce

Ir =
2

πn

∫ π
n
r

π
n

(r−1)

(
ω(χ(y))|p+(χ(y))|n−2)−1| sinny|dy,(30)

I ′ =
2

πn

∫ θ0

π
n
p

(
ω(χ(y))|p+(χ(y))|n−2

)−1| sinny|dy.

Recall that the function ω(x)|p+(x)|7 strictly increases on [1, 5]. Use Proposition (2.23) to deduce
that ω(x)|p+(x)|n−2 is strictly increasing on [1, α] for n ≥ 9.

Since | sin(ny)| is periodic with period π/n, it follows that

I1 > I2 > · · · > Ip.

Additionally,

I ′ =
2

πn

∫ θ0

π
n
p

(
ω(χ(y))|p+(χ(y))|n−2

)−1| sinny| dy

≤ 2

πn

∫ θ0−π/n

π
n

(p−1)

(
ω(χ(y))|p+(χ(y))|n−2

)−1| sinny| dy

< Ip.

�

We now give the analog of q in [10]:

Lemma 2.25. Let

µ(x) =
ψ′2(x)ψ2(x) + ψ′1(x)ψ1(x)

ψ′2(x)ψ1(x)− ψ′1(x)ψ2(x)
, x ∈ (1, 2].

Then µ(x) strictly decreases on the interval (1, 1.732]. Furthermore

(log |p+(χ(y))|)′ = µ(χ(y)), y ∈ (0,
π

2
).

Proof. The claim that µ(x) strictly decreases on (1, 1.732] follows from the Proposition B.5. Clearly

log |p+(x)| = 1

2
log |p+(x)|2 =

1

2
log(ψ2

2(x) + ψ2
1(x)).

Hence

(log |p+(χ(y))|)′ = ψ′2(χ(y))ψ2(χ(y)) + ψ′1(χ(y))ψ1(χ(y))

ψ2
2(χ(y)) + ψ2

1(χ(y))
χ′(y) = µ(χ(y)).

�



HAAGERUP BOUND FOR QUATERNIONIC GROTHENDIECK INEQUALITY 19

Figure 3. Graph of function µ(x).

We now give the analog of [10][Lemma 2.9]:

Lemma 2.26. Let n ≥ 21. I1, I2, . . . are defined as in Lemma 2.24 and q = µ(τ) ≈ 1.2020. Put

c = |p+(τ)|e−qθ(τ) ≈ 1.2923.

Then

(1) I1 >
0.326
n2 c−n,

(2) I2 < 0.033I1.

Proof. Recall that (log |p+(χ(y))|)′ = µ(χ(y)) and µ(x) is strictly decreasing on (1, 1.732]. Hence
µ(χ(y)) strictly decreasing on (0, θ(1.732)]. In particular, for y ∈ (0, θ(τ)]

µ(χ(y)) ≥ µ(χ(θ(τ))) = µ(τ) = q ≈ 1.2020.

Therefore

(31) log |p+(χ(u))| − log |p+(χ(y))| =
∫ u

y
µ(χ(t))dt ≥ q(u− y), for 0 ≤ y ≤ u ≤ θ(τ).

Choose u = θ(τ) to obtain

(32) |p+(χ(y))| ≤ ceqy for y ∈ [0, θ(τ)].

(1 ) We first use (30) for r = 1:

I1 =
2

πn

∫ π
n

0

(
ω(χ(y))|p+(χ(y))|n−2)−1| sinny|dy.

Since n ≥ 21 it follows that

π

n
≤ π

21
≈ 0.1496 < θ(τ) ≈ 0.3224.
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As ω(x) is increasing on the interval [1, τ ] it follows that (ω(χ(y)))−1 > ω−1(τ) on (0, πn ]. Hence

I1 >
2

ω(τ)πn

∫ π
n

0
|p+(χ(y))|2−n sinny dy.

Apply inequality (32) to deduce that

I1 >
2

ω(τ)πn

∫ π
n

0
(ceqy)2−n sinny dy

=
2c2−n

ω(τ)πn2

∫ π

0
e−

(n−2)qy
n sin y dy

≥ 2c2−n

ω(τ)πn2

∫ π

0
e−qy sin y dy

=
2c2

ω(τ)πn2

1 + e−qπ

1 + q2
c−n.

Since
2c2

ω(τ)π

1 + e−qπ

1 + q2
≈ 0.32697,

this completes the proof of (1).
(2 ) We now use (30) for r = 2:

I2 =
2

πn

∫ 2π
n

π
n

(
ω(χ(y))|p+(χ(y))|n−2)−1| sinny|dy.

We now make a subsittution y = t+ π
n in the integral formula for I2:

I2 =
2

πn

∫ π
n

0

(
ω(χ(t+

π

n
))|p+(χ(t+

π

n
))|n−2)−1 sinnt dt.

Let

Î2 =
2

πn

∫ π
n

0

(
ω(χ(t))|p+(χ(t+

π

n
))|n−2)−1 sinnt dt.

Since n ≥ 21 it follows that

2π

n
≤ 2π

21
≈ 0.2992 < θ(τ) ≈ 0.3224.

As ω(x) is strictly increasing on the interval [1, τ ], we know that (ω(χ(y)))−1 strictly decreases on

(0, 2π
n ]. Then one gets I2 < Î2. Next use the inequality (31) for y = t and u = t+ π

n which yields

e−
(n−2)qπ

n |p+(χ(t))|−(n−2) ≥ |p+(χ(t+
π

n
))|−(n−2), t ∈ [0,

π

n
].

Hence for n ≥ 21

Î2 ≤ e−
(n−2)qπ

n I1 ≤ e−
19qπ
21 I1 < 0.033I1.

�

Theorem 2.27. c1 = 32
9π and c2k+1 < 0 for k ≥ 1.

Proof. Let k ≥ 10. Applying Lemma 2.19 with α = 5 and Lemma 2.24, we have

−c2k+1 = I1 − I2 + · · ·+ (−1)p−1Ip + (−1)pI ′ − r2k+1(5)

> I1 − I2 − r2k+1(5).

Using Lemma 2.26, we get

(I1 − I2) >
0.315

(2k + 1)2
1.293−(2k+1) |r2k+1(5)| ≤ 5

2k + 1
2.4−(2k+1).
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Plugging above formulas into −c2k+1 > I1 − I2 − r2k+1(5), it follows that for k ≥ 10

−c2k+1 > (I1 − I2)− r2k+1(5)

>
0.315

(2k + 1)2
1.293−(2k+1) − 5

2k + 1
2.4−(2k+1)

=
0.315

(2k + 1)2
1.293−(2k+1)

[
1− 5(2k + 1)

0.315

(
1.293

2.4

)2k+1
]

> 0.

By directly using (24), we can obtain following approximations (rounded to two decimal places).

n 1 3 5 7 9

−cn −32/9π 0.12 4.84 · 10−3 2.58 · 10−3 1.22 · 10−3

n 11 13 15 17 19

−cn 6.76 · 10−4 4.15 · 10−4 2.74 · 10−4 1.91 · 10−4 1.39 · 10−4

�

Since c2k+1 ≤ 0 for k ≥ 1, h1(z) = c1z − h−1(z) has nonnnegative Taylor coefficients. Vivanti-
Pringsheim theorem yields that if the radius of convergence of Taylor series of h1(z) is r then h1(z),
and hence h−1(z), has a singular point at r. As h′(t) > 0 on (0, 1), and h(1) = 1, it follows that

r ≥ 1 . Clearly h−1(t) ≤
∑N

k=0 c2k+1t
2k+1 for t ∈ (0, 1). That is

∑N
k=1 |c2k+1|t2k+1 ≤ c1t − h−1(t)

for t ∈ (0, 1). In particular
∑N

k=1 |c2k+1| ≤ c1 − 1. Thus
∑∞

k=0 |c2k+1| ≤ 2c1 − 1.
As c1 6= 0, clearly, the function

(33) ψ(x) :=

∞∑
k=0

|c2k+1|x2k+1

is a strictly increasing and continuous on [0, r). Recall that if the series (23) converge for x0 ∈ R
(pointwise) then r ≥ |x0|. Hence ψ(x) = +∞ for x > r. ψ(1) =

∑∞
k=0 |c2k+1| ≥ c1 = 32/(9π) > 1.

Thus there exists a unique c0 ∈ (0, 1) such that ψ(c0) = 1.

Proposition 2.28. The following equality holds

∞∑
k=1

|c2k+1| = −
∞∑
k=1

c2k+1 = c1 − p−1(1) =
32

9π
− 1.

Hence the equation ψ(x) = 1 has a unique solution c0 ∈ (0, 9π
32 ) given by the equation c0 = p(2c1c0−

1). Equivalently, let x0 be the unique solution of

(34) p(x0) =
9π(1 + x0)

64
.

Then

(35) c0 =
9π(1 + x0)

64
.

Proof. Observe that ψ(x) = 2c1x − p−1(x). Hence ψ(c0) = 1 is equivalent to p−1(c0) = 2c1c0 − 1,

which implies that c0 = p(2c1c0 − 1). Set x0 = 2c1c0 − 1 and use c0 = 9π(1+x0)
64 to deduce the

Proposition. �
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2.13. An upper bound on KH
G.

Theorem 2.29. Let x0 be the unique solution of (34). Then

(36) KH
G ≤

64

9π(x0 + 1)
≈ 1.2168.

The same value of an upper on the constant KR
G,4: 1.216786 was calculated in [2, Table 1, p’ 81].

The authors explain on §6, that the computation of Table 1 are “just numerical, and do not yield
a formal proof”.

Proof. Recall previous definition of P (z) and ψ(x)

P−1(z) = arg z p−1(|z|) =

∞∑
k=0

c2k+1z|z|2k.

ψ(c0) =

∞∑
k=0

|c2k+1|c2k+1
0 = 1.

Recall Lemma (2.8). Let g(z) =
∑∞

k=0 c2k+1c
2k+1
0 z2k. Then p−1(c0|z|) = |z|g(|z|). Given unit

vectors x1, . . . , xm, y1, . . . yn in a quaternionic Hilbert space H, then there exists unit vectors
u1, . . . , um, v1, . . . , vn in a quaternionic Hilbert space H′ such that P−1(c0〈xi, yj〉) = 〈ui, vj〉. Let
H1 be an l-dimensional subspace of H′ spanned by u1, . . . , um, v1, . . . , vn. Thus we can assume that

H1 = Hl, where l ≤ m+ n. Assume that max|εi|=|δj |=1

∣∣∣∣∑m
i=1

∑n
j=1Mij ε̄iδj

∣∣∣∣ ≤ 1. Then

∣∣∣∣ m∑
i=1

n∑
j=1

Mij sgn〈u, z〉 sgn〈z, vj〉GH
l (z)

∣∣∣∣ ≤ GH
l (z), z ∈ Hl.

Integrate over the Lebesgue measure of Hl to get

∣∣∣∣∑m
i=1

∑n
j=1MijP (〈ui, vj〉)

∣∣∣∣ ≤ 1. Now

1 ≥
∣∣∣∣ m∑
i=1

n∑
j=1

MijP (〈ui, vj〉)
∣∣∣∣ =

∣∣∣∣ m∑
i=1

n∑
j=1

Mijc0〈xi, yj〉
∣∣∣∣.

Take maximum on unit vectors x1, . . . , xm, y1, . . . , yn to deduce that ‖M‖G ≤ 1/c0. �

2.14. The function p(x) (21) and the constant KH
G. We claim that the function p(x) (21) is

the function ϕR
4 [5, (40)]. The proof is very similar to part (ii) of Lemma 3.1 in [5]. Hence we have

inequaities: KR
G,4 ≤ KC

G,2 ≤ KH
G.

3. Symmetric Versions of Grothendieck Inequality for quaternions

In this section, we address the symmetric version of Grothendieck inequality for quaternions.
Note that Sn(H) is the set of n× n quaternions matrices A satisfying A∗ = A and Sn+(H) is the set
of positive semidefinite matrices A satisfying u∗Au ≥ 0 for all u ∈ Hn. There is no natural left or
right action of quaternion scalar on the space Sn(H), so we should view it as a real vector space.
Recall that on Sn(C) the inner product is given by 〈A,B〉 = trA∗B = trAB ∈ R. Unfortunately,
for A,B ∈ Sn(H), where n ≥ 2 the trAB does not to have to be real. Since we view Sn(H) as a real
vector space, we define an inner product on Sn(F) as Re trAB = 1

2 tr(AB + BA). This definition
is identical with the standard definition of the inner product for F ∈ {R,C) and gives the right
definition for quaternions.
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We consider the quantities:

Re

n∑
i=1

n∑
j=1

aij〈xi, xj〉, Re

n∑
i=1

n∑
j=1

aij δ̄iδj .

As in §2.8 we can compute the maximum of the first term using SDP. Also, as in [5], in this section
we modify the definition of sgn z for z ∈ H:

sgn z =

{
z/|z| z 6= 0,

1 z = 0.

This will yield the equality | sgn z| = 1 for all z. Clearly Theorem 2.15 will still apply for this
definition of sgn z.

3.1. Symmetric Grothendieck inequality. Denote by Sno (H) the real subspace of all quaternion
self-adjoint matrices with zero diagonal. Then A ∈ Sno (H) is of the form A = D + A0 where
A0 = (aij,0) ∈ Sno (H) and D is a real diagonal matrix. So trA = trD. Observe that

n∑
i=1

n∑
j=1

aij〈xi, xj〉 = trA+

n∑
i=1

n∑
j=1

aij,0〈xi, xj〉 if ‖xi‖ = 1.

For A ∈ Sn(H) we consider the following quantities, which are analogous to the quantities we
introduced in [5]:

‖A‖θ = max|δi|=1

∣∣∣∣Re
∑n

i=1

∑n
j=1 aij δ̄iδj

∣∣∣∣, ‖A‖Θ = max
|δi|≤1

∣∣∣∣Re

n∑
i=1

n∑
j=1

aij δ̄iδj

∣∣∣∣,
‖A‖γ = max‖xi‖=1

∣∣∣∣Re
∑n

i=1

∑n
j=1 aij〈xi, xj〉

∣∣∣∣, ‖A‖Γ = max
‖xi‖≤1

∣∣∣∣Re

n∑
i=1

n∑
j=1

aij〈xi, xj〉
∣∣∣∣.

Clearly ‖A‖θ ≤ ‖A‖γ and ‖A‖Θ ≤ ‖A‖Γ. As in [5] we observe that ‖A‖θ = 0 if and only if A is a a
diagonal matrix, and trA = 0. Indeed, observe that∑

δi∈{−1,1}

n∑
i=1

n∑
j=1

aij δ̄iδj = 2n trA.

Assume that ‖A‖θ = 0. Then we obtain that trA = 0. Hence ‖A‖θ = ‖A0‖θ = 0. Observe next
that ∑

δi∈{−1,1},i≥3

n∑
i=1

n∑
j=1

aij = 2n−2(a12δ̄1δ2 + a21δ̄2δ1) = 2n−2(a12δ̄1δ2 + ā12δ̄2δ1).

Suppose that a12 6= 0. Choose δ1 = sgn a12 and δ2 = 1. Then (a12δ̄1δ2 + ā12δ̄2δ1) = 2|a12| which
is a real number. Hence the assumption that ‖A0‖θ = 0 yields that a12 = 0. Similarly we deduce
that A0 = 0. Hence ‖A‖γ = 0 if and only if A is a diagonal matrix with zero trace. Denote by
Sn=(H) the real subspace of self-adjoint matrices A = (aij) where a11 = · · · = ann. Then ‖A‖θ and
‖A‖γ are norms on Sn=(H).

We now claim that ‖A‖Γ is a norm on Sn(H). Clearly, ‖A‖Γ is a seminorm. Choose δi = 1 and
δj = 0 for i 6= j. Then |Re

∑n
i=1

∑n
j=1 aij δ̄iδj | = |aii| = 0. Hence A = A0. As ‖A0‖θ ≤ ‖A‖Θ = 0

we deduce that A0 = 0. Thus A = 0 and ‖ · ‖Θ is a norm. As ‖A‖Θ ≤ ‖A‖Γ it follows that ‖ · ‖Γ is
a norm on Sn(H).

Let Dn ⊂ Sn+(R) be the convex subset of all positive semidefinite diagonal matrices whose
diagonal entries are in [0, 1]. As in [5] it is straightforward to show that

‖A‖Θ = max{‖DAD‖θ, D ∈ Dn}, ‖A‖Γ = max{‖DAD‖γ , D ∈ Dn}.(37)
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Let KH
γ ,K

H
Γ the smallest possible constant, (which in principle may equal to ∞), for which on has

the inequalities

(38) ‖A‖γ ≤ KH
γ ‖A‖θ, ‖A‖Γ ≤ KH

Γ ‖A‖Θ.

Theorem 3.1 (Symmetric Grothendieck inequality). The symmetric Grothendieck constants sat-
isfy the following relations

KH
G ≤ KH

Γ ≤ KH
γ ≤

64

9π
− 1 ≈ 1.263537.(39)

Proof. The first inequality follows from the proof of Lemma 2.13. The second inequality follows
from the characterization (37). We now show the third inequality. Assume that ‖A‖θ ≤ 1:∣∣∣∣Re

∑n
i=1

∑n
j=1 aij δ̄iδj

∣∣∣∣ ≤ 1 for |δi| = 1. Let x1, . . . , xn be unit vectors in a right Hilbert space

H. Hence the span of x1, . . . , xn is contained in a subspace of dimension at most n. Thus we shall
assume that x1, . . . , xn ∈ Hn. We claim that∣∣∣∣Re

n∑
i=1

n∑
j=1

aijP (〈xi, xj〉)|P (〈xi, xj〉)|2k
∣∣∣∣ ≤ 1, k + 1 ∈ N.

Let

Φ(x, z1, . . . , z2k+1) = sgn〈z1, x〉 sgn〈x, z2〉 sgn〈z3, x〉 . . . sgn〈z2k+1, x〉, x, z1, . . . , z2k+1 ∈ Hn.

We claim that∫
(Hn)2k+1

Φ(x, z1, . . . , z2k+1)Φ(y, z1, . . . , z2k+1)
2k+1∏
p=1

GH(zp)dm(zp) = P (〈x, y〉)|P (〈x, y〉)|2k.

Assume first that 〈x, y〉 is a real number. Then the above equality follows by applying Theorem
2.15 2k + 1 times. Observe next that for a ∈ H, |a| = 1 one has the equality Φ(xa, z1, . . . , z2k+1) =
Φ(x, z1, . . . , z2k+1)a. Hence by replacing x with x sgn〈x, y〉 we deduce the above equality.

Clearly ∣∣∣∣Re

n∑
i=1

n∑
j=1

aijΦ(xi, z1, . . . , z2k+1)Φ(xj , z1, . . . , z2k+1)

∣∣∣∣ ≤ 1.

Hence ∣∣∣∣Re

n∑
i=1

n∑
j=1

aijP (〈xi, xj〉)|P (〈xi, xj〉)|2k
∣∣∣∣ =

∣∣∣∣Re
n∑
i=1

n∑
j=1

aij(

∫
(Hn)2k+1

Φ(xi, z1, . . . , z2k+1)Φ(xj , z1, . . . , z2k+1)
2k+1∏
p=1

GH(zp)dm(zp))

∣∣∣∣ ≤
∫

(Hn)2k+1

∣∣∣∣Re
n∑
i=1

n∑
j=1

aijΦ(xi, z1, . . . , z2k+1)Φ(xj , z1, . . . , z2k+1)

∣∣∣∣ 2k+1∏
p=1

GH(zp)dm(zp) ≤ 1.

Finally ∣∣∣∣Re
n∑
i=1

n∑
j=1

aij〈xi, xj〉
∣∣∣∣ =

∣∣∣∣Re
n∑
i=1

n∑
j=1

aijP
−1(P (〈xi, xj〉))

∣∣∣∣
≤
∞∑
k=0

|c2k+1|
∣∣∣∣Re

n∑
i=1

n∑
j=1

aijP (〈xi, xj〉)|P (〈xi, xj〉)|2k
∣∣∣∣ ≤ ∞∑

k=0

|c2k+1| =
64

9π
− 1.

�
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3.2. Cones of positive semidefinite matrices. Assume that A ∈ Sn(R), B ∈ Sn(H). Then
trAB = trBA. Hence Re trAB = trAB. For real positive definite matrix, the quantities we are
considering have a special relation:

Lemma 3.2. For A ∈ Sn+(R),

max
‖xi‖=1

∣∣∣∣ n∑
i=1

n∑
j=1

aij〈xi, xj〉
∣∣∣∣ = max

‖xi‖≤1

∣∣∣∣ n∑
i=1

n∑
j=1

aij〈xi, xj〉
∣∣∣∣ = max

‖xi‖=1,‖yj‖=1

∣∣∣∣ n∑
i=1

n∑
j=1

aij〈xi, yj〉
∣∣∣∣

where x1, . . . , xn, y1, . . . , yn ∈ Hl and

max
|δi|=1

∣∣∣∣ n∑
i=1

n∑
j=1

aij〈δi, δj〉
∣∣∣∣ = max

|δi|≤1

∣∣∣∣ n∑
i=1

n∑
j=1

aij〈δi, δj〉
∣∣∣∣ = max

|δi|=1,|εj |=1

∣∣∣∣ n∑
i=1

n∑
j=1

aij〈δi, εj〉
∣∣∣∣

where δ1, . . . , δn, ε1, . . . , εn ∈ H.

Proof. Observe that by definition

max
‖xi‖=1

∣∣∣∣ n∑
i=1

n∑
j=1

aij〈xi, xj〉
∣∣∣∣ ≤ max

‖xi‖≤1

∣∣∣∣ n∑
i=1

n∑
j=1

aij〈xi, xj〉
∣∣∣∣ ≤ max

‖xi‖=1,‖yj‖=1

∣∣∣∣ n∑
i=1

n∑
j=1

aij〈xi, yj〉
∣∣∣∣.

Define the matrices X = [x1, . . . , xn], Y = [y1, . . . , yn]. Because A is real positive definite. Then

A = B2, where B = (bij) = A1/2.

〈X,Y 〉 =

n∑
i=1

n∑
j=1

aij〈xi, yj〉 =

n∑
p=1

〈
n∑
i=1

xibip,

n∑
j=1

yjbjp〉.

is an inner product of the space Hl×n. By Cauchy-Schwarz, we have

|〈X,Y 〉| ≤
√
〈X,X〉〈Y, Y 〉 ≤ max

‖xi‖=1

∣∣∣∣ n∑
i=1

n∑
j=1

aij〈xi, xj〉
∣∣∣∣.

So

max
‖xi‖=1,‖yj‖=1

∣∣∣∣ n∑
i=1

n∑
j=1

aij〈xi, yj〉
∣∣∣∣ ≤ max

‖xi‖=1

∣∣∣∣ n∑
i=1

n∑
j=1

aij〈xi, xj〉
∣∣∣∣

and the first equality holds. By taking l = 1 in the previous argument, we see that the second
equality holds. �

The next theorem is a generalization of the Nesterov π/2-Theorem.

Theorem 3.3. Let A = (aij) ∈ Sn+(R) is a symmetric positive semidefinite matrices. Then

(40) max
‖xi‖=1

∣∣∣∣ n∑
i=1

n∑
j=1

aij〈xi, xj〉
∣∣∣∣ ≤ 32

9π
max
|δi|=1

∣∣∣∣ n∑
i=1

n∑
j=1

aij〈δi, δj〉
∣∣∣∣.

where x1, . . . , xn ∈ Hl, δ1, . . . , δn ∈ H. By Lemma 3.2, we can change the expression in both sides
of the inequality.

Proof. Assume

max
|δi|=1

∣∣∣∣ n∑
i=1

n∑
j=1

aij〈δi, δj〉
∣∣∣∣ = 1.

Then for any x1, . . . , xn ∈ Hl,
n∑
i=1

n∑
j=1

aijP (〈xi, xj〉) ≤ 1.
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Consider the matrix Gij = 〈xi, xj〉. The first coefficient of P is 9π
32 . By the Schur product theorem

for quaternions,

A ◦ P (G)−A ◦ 9π

32
G � 0.

So
n∑
i=1

n∑
j=1

aijP (〈xi, xj〉) ≥
9π

32

n∑
i=1

n∑
j=1

aij〈xi, xj〉.

So the inequality holds. �

We claim that the constant 9π
32 is sharp. Recall the results in [5] for C. For A ∈ Sn+(R) the

complex norm ‖A‖C∞,1 is ‖A‖γ,2. Hence the inequality ‖A‖G ≤ (4/π)‖A‖C∞,1 yields the inequality

‖A‖G ≤ (4/π)‖A‖RG,2. But according to [3] this lower bound is sharp. I think that same result holds

for quaternions. Namely, for A ∈ Sn+(R) ‖A‖H∞,1 = ‖A‖RG,4. The proof should be similar to the

complex case, as in [5]. Also, one should have teh equality ‖A‖Hγ = ‖A‖G as in the complex case in
[5]. Thus for A ∈ Sn+(R) Theorem 3.3 is ‖A‖G ≤ (32/9π)‖A‖G,4. But this result is sharp according
to [3].

In the real and complex case, to prove the sharpness, we need to take random vectors equidis-
tributed in the unit sphere, when number of vectors and the dimension→∞, we get the sharpness.
In quaternions case, the same counterexample does not work.

In the sgi paper, Lemma A.1 has a quaternion version. In page 26 the bound ‖ · ‖γ ≥ 1
n is also

right for quaternions. However the argument for ‖ · ‖θ breaks for quaternions. -Zehua

3.3. Cones of weighted Laplacians. For any matrix A = (aij) ∈ Sn(R) with zero diagonal and
positive off-diagonal elements, we can define LA by

LA := diag(A1)−A,

where diag(x) denotes the diagonal matrix whose diagonal is x and 1 is the vector of all ones. And
we can define the set of all weighted Laplacians:

Ln := {LA : A ∈ Sn(R), aii = 0, aij ≥ 0 for all i, j} = {L ∈ Sn(R) : L1 = 0, lij ≤ 0 for all i 6= j}.

We have Ln ⊆ Sn+(R).

Theorem 3.4. Define the quaternion Goemans-Williamson constant:

αH
GW := inf

0≤x≤1

1 + P (x)

1 + x
.

Then for all L ∈ Ln,

(41) max
‖xi‖=1

∣∣∣∣ n∑
i=1

n∑
j=1

lij〈xi, xj〉
∣∣∣∣ ≤ 1

αH
GW

max
|δi|=1

∣∣∣∣ n∑
i=1

n∑
j=1

lij〈δi, δj〉
∣∣∣∣.

where x1, . . . , xn ∈ Hl, δ1, . . . , δn ∈ H. The value of the constant is approximate 0.967337, so
K ≤ 1.0338. By Lemma 3.2, we can change the expression in both sides of the inequality.

Proof. We will show that for h ∈ H, we have

αH
GW = inf

0≤x≤1

1 + P (x)

1 + x
= inf
|h|<1

1− Re[P (h)]

1− Re(h)
.

By definition,

inf
|h|<1

1− Re[P (h)]

1− Re(h)
≤ inf

0≤x≤1

1 + P (x)

1 + x
.
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On the other hand, if Re(h) ≥ 0, let h = x+ y, x = Re(h). The Taylor expansion of P (x) is given
in formula 21, P (x) =

∑
i=0 b2i+1x

2i+1. b2i+1 ≥ 0 and P (1) = 1.

Re[P (h)] =
∑
i=0

b2i+1x(x2 + |y|2)i ≤
∑
i=0

b2i+1x = x.

So

inf
|h|<1,Re(h)≥0

1− Re[P (h)]

1− Re(h)
≥ 1 ≥ inf

0≤x≤1

1 + P (x)

1 + x
.

If Re(h) ≤ 0, let h = −x+ y, x = −Re(h). Then

1− Re[P (h)] = 1 +
∑
i=0

b2i+1x(x2 + |y|2)i ≥ 1 +
∑
i=0

b2i+1x
2i+1 = 1 + P (x).

So

inf
|h|<1,Re(h)≤0

1− Re[P (h)]

1− Re(h)
≥ inf

0≤x≤1

1 + P (x)

1 + x
.

So we have

inf
|h|<1

1− Re[P (h)]

1− Re(h)
≥ inf

0≤x≤1

1 + P (x)

1 + x

and the equality holds.
Let LA ∈ Ln. Assume

max
|δi|=1

∣∣∣∣ n∑
i=1

n∑
j=1

lij〈δi, δj〉
∣∣∣∣ = 1.

For any unit vectors x1, . . . , xn ∈ Hl,∫
z∈Hl

n∑
i=1

n∑
j=1

lij sgn〈xi, z〉 sgn〈z, xj〉Gn(z)dm(z) ≤ 1.

Because L is a real symmetric matrix, we have∫
z∈Hl

n∑
i=1

n∑
j=1

lij sgn〈xi, z〉 sgn〈z, xj〉Gn(z)dm(z)

=

n∑
i=1

n∑
j=1

lijP (〈xi, xj〉)

=

n∑
i=1

n∑
j=1

lij Re[P (〈xi, xj〉)]

=

n∑
i=1

n∑
j=1

aij(1− Re[P (〈xi, xj〉)])

≥ αH
GW

n∑
i=1

n∑
j=1

aij(1− Re[〈xi, xj〉])

= αH
GW

n∑
i=1

n∑
j=1

aij(1− 〈xi, xj〉)

= αH
GW

n∑
i=1

n∑
j=1

lij〈xi, xj〉.
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Hence

max
‖xi‖=1

∣∣∣∣ n∑
i=1

n∑
j=1

lij〈xi, xj〉
∣∣∣∣ ≤ 1

αH
GW

.

�

3.4. Cones of diagonally dominant matrices. As in last section, all matrices considered in this
section will be real. Let Sndd := {A ∈ Sn(R) : aii ≥

∑
i 6=j |aij |} be the cone of symmetric diagonally

dominant matrices. Let Sndd(R+) be the cubcone of diagonally dominant matrices with nonnegative
entries.

Lemma 3.5. Every A ∈ Sndd has a unique decomposition A = P +L such that P ∈ Sndd(R+), L ∈ Ln
and lijpij = 0 whenever i 6= j.

Proof. Let B be defined by bij = −aij if aij < 0 and i 6= j, bij = 0 otherwise. Then B has zero
diagonal and positive off-diagonal elements and LB ∈ Ln. Let P := A − LB. Then pij ≥ 0 and
lijpij = 0 whenever i 6= j. Since aii ≥

∑
i 6=j |aij | =

∑
i 6=j(lij + pij), we have pii = aii −

∑
i 6=j lij ≥∑

i 6=j pij , so P ∈ Sndd. Uniqueness follows by the definition. �

Clearly,
Ln ⊆ Sndd ⊆ Sn+(R).

By definition, we expect the constant of Geothendieck inequality for Sndd lies between those of Ln
and Sn+(R). The following theorem gave a bound for the constant.

Theorem 3.6. Let a0 = 9π
32 be the constant given in Theorem 3.3 and αH

GW be the quaternion
Goemans-Williamson constant. Then for any A ∈ Sndd,

(42) max
‖xi‖=1

∣∣∣∣ n∑
i=1

n∑
j=1

aij〈xi, xj〉
∣∣∣∣ ≤ (1 +

1− a0

αH
GW

)
max
|δi|=1

∣∣∣∣ n∑
i=1

n∑
j=1

aij〈δi, δj〉
∣∣∣∣.

where x1, . . . , xn ∈ Hl, δ1, . . . , δn ∈ H. The value of the constant is approximate 1.1204. By
Lemma 3.2, we can change the expression in both sides of the inequality.

Proof. Let A = P + L be the decomposition given by the lemma. Assume that

max
|δi|=1

∣∣∣∣ n∑
i=1

n∑
j=1

aij〈δi, δj〉
∣∣∣∣ = 1.

We have

1 ≥
n∑
i=1

n∑
j=1

aijP (〈xi, xj〉)

=
n∑
i=1

n∑
j=1

lijP (〈xi, xj〉) +
n∑
i=1

n∑
j=1

pijP (〈xi, xj〉)

≥ αH
GW

n∑
j=1

lij〈xi, xj〉+ a0

n∑
i=1

n∑
j=1

pij〈xi, xj〉

= αH
GW

n∑
j=1

aij〈xi, xj〉 − (αH
GW − a0)

n∑
j=1

pij〈xi, xj〉.

Since P ∈ Sndd(R+), we have
n∑
i=1

n∑
j=1

pij〈xi, xj〉 ≤
n∑
i=1

n∑
j=1

pij =
n∑
i=1

n∑
j=1

aij ≤ 1
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So

αH
GW

n∑
j=1

aij〈xi, xj〉 ≤ 1 + αH
GW − a0

and the inequality follows. �
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Appendix A. Additional results on quaternions

I added here some results on quaternions that seems to me not essential for the paper. So this
section can be probably safely deleted. (Shmuel)

A.1. Representation of quaternions as real 4 × 4 matrices. This part was taken out from

subsection 2.1. By representing a complex number z = x+yi as 2×2 real valued matrix

(
x y
−y x

)
we can represent C(a) as

C(a,R) =


x y u v
−y x −v u
−u v x −y
−v −u y x

 , a = (z, w), z = x+ yi, w = u+ vi.

Then a → C(a,R) is an isomorphism of H and the induced 4-dimensional subalgebra C(H,R) =
{C(a,R), a ∈ H} ⊂ R4×4.

A.2. Elementary operations and rank. This subsection was in the end of subsection 2.1. One
can perform elementary row operations on M to bring M to row echelon (REF) or reduced row
echelon form (RREF). The number of pivots is called the row rank of M . The row rank of M
is the dimension of the row space of M . This elementary row operations can be implemented by
the corresponding product of the elementary matrices from the left hand side of M . We can also
perform the corresponding elementary column operations, when we multiply the columns be the
scalar from the right. This can be done by the corresponding product of the elementary matrices
from the right hand side of M . It is equivalent to finding to REF or RREF of A>. (See the
arguments below.) The row rank of A> will give us the dimension of the columns space generated
by the columns of A, viewed as the right vector space over H. We claim that the row rank and the
column rank are equal. As C(a) is invertible if a 6= 0 and C(0) = 0, we deduce that the elementary
row operations on M corresponding to the elementary block row operations on C(M). Hence the
row rank of M is a half of the rank of C(M). Elementary column operations on M correspond to
the elementary block column operations on C(M). Hence the column rank of M is a half of the
rank of C(M).

A.3. Additional results in quaternion inner product space. These results were taken from
the end of subsection 2.2. In what follows we need the following lemma

Lemma A.1. Let x, y ∈ Hl. Then

(43) Re(〈x, y〉) = Re(〈y, x〉).

Proof. Use (6) and the definitions of x, y to deduce

Re(〈x, y〉) = Re(
l∑

i=1

xiȳi) = Re(
l∑

i=1

ȳixi) = Re(〈y, x〉).

�

Let b1, . . . , bm be an orthonormal basis in a right vector space V. Then

(44) x =
m∑
i=1

bi〈bi, x〉, y =
m∑
i=1

bi〈bi, y〉 〈x, y〉 =
n∑
i=1

〈x, bi〉〈bi, y〉.
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Definition A.2. Let V be a right m-dimensional vector space over H with the inner product 〈·〉.
Let B = {b1, . . . , bm} be an orthonormal basis in V. For a vector v ∈ V we define

vB =
m∑
i=1

bi〈bi, v〉 =
m∑
i=1

bi〈v, bi〉.

Appendix B. Increasing properties of three functions

Recall the definiton of our functions:

ψ1(x) = Re(p+(x)) =
3

2

∫ π
2

0
(1− x−2 sin2 u)

3
2 du,(45)

ψ2(x) = =(p+(x)) =
3

2
(1− x−2)2

∫ π
2

0

sin4 v√
1− (1− x−2) sin2 v

dv,(46)

ω(x) = ψ′2(x)ψ1(x)− ψ2(x)ψ′1(x),(47)

ψ1(1) = 1, ψ1(∞) =
3π

4
, ψ2(1) = 0, ψ2(∞) =∞(48)

It is easy to show from the definitions that ψ1(x) and ψ2(x) are increasing functions on [1,∞).
We are interested in some properties of related functions on the interval [1, 5]. For the function

ψ2(x), since it is a function of y =
√

1− x−2 for x ∈ [1,∞), y ∈ [0,
√

24/5], we can differentiate
this function as many times as needed on the interval [1, 5]. However, for the function ψ1(x), one
can show that the second derivative does not exists at 1, i.e., it value at 1 is ∞.

We also observed in [6] that ψ2(x)
ψ1(x) strictly increases on [1,∞), see Lemma 2.17. Furthermore,

ψ1(x) = Re(p+(x)) =
9π

16

(4

3
− x−2 +

∞∑
k=2

(2k − 5)!!(2k − 1)!!

22k−2(k!)2
x−2k

)
,(49)

ψ2(x) = =(p+(x)) =
3π

16

∞∑
k=0

(2k − 1)!!(2k + 3)!!

22kk!(k + 2)!
(1− x−2)k+2(50)

B.1. Basic properties. Set

φ1 =
3

4

(4

3
− x−2 +

∞∑
k=2

(2k − 5)!!(2k − 1)!!

22k−2(k!)2
x−2k

)
,(51)

φ2 =

∞∑
k=0

(2k − 1)!!(2k + 3)!!

22kk!(k + 2)!
(1− x−2)k+2.(52)

Thus

ψ1 =
3π

4
φ1, ψ2(x) =

3π

16
φ2, ω =

9π2

64
ω̃, ω̃ = φ′2φ1 − φ2φ

′
1.



32 SHMUEL FRIEDLAND, ZEHUA LAI, AND LEK-HENG LIM

Furthermore

φ′1 =
3

2

(
x−3 −

∞∑
k=2

(2k − 5)!!(2k − 1)!!

22k−2(k!)(k − 1)!
x−2k−1

)
,(53)

φ′′1 =
3

2

(
− 3x−4 +

∞∑
k=2

(2k − 5)!!(2k + 1)!!

22k−2(k!)(k − 1)!
x−2k−2

)
,(54)

φ′2 = 2x−3
∞∑
k=2

(2k − 1)!!(2k + 3)!!

22kk!(k + 1)!
(1− x−2)k+1,(55)

φ′′2 = 2x−6
∞∑
k=2

(2k − 1)!!(2k + 3)!!

22kk!(k + 1)!
(1− x−2)k(2k + 5− 3x2).(56)
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We introduce following finite series, where m will be speccified later. All those functions are
rational functions.

φ1,m(x) =
3

4

(4

3
− x−2 +

m∑
k=2

(2k − 5)!!(2k − 1)!!

22k−2(k!)2
x−2k

)
,

φ̂1,m(x) =
3

4

(4

3
− x−2 + (

m−1∑
k=2

(2k − 5)!!(2k − 1)!!

22k−2(k!)2
x−2k)

+
(2m− 5)!!(2m− 1)!!

22m−2(m!)2
x−2(m−1) 1

x2 − 1

)
,

φ′1,m(x) =
3

2

(
x−6 −

m∑
k=2

(2k − 5)!!(2k − 1)!!

22k−2k!(k − 1)!
x−2k−1

)
,

φ̄1,m(x) =
3

2

(
x−6 − (

m−1∑
k=2

(2k − 5)!!(2k − 1)!!

22k−2k!(k − 1)!
x−2k−1)

− (2m− 5)!!(2m− 1)!!

22m−2m!(m− 1)!
x−2m+1 1

x2 − 1

)
,

φ′′1,m(x) =
3

2

(
− 3x−4 +

m∑
k=2

(2k − 5)!!(2k + 1)!!

22k−2k!(k − 1)!
x−2k−2

)
,

φ̃1,m(x) =
3

2

(
− 3x−4 +

m−1∑
k=2

(2k − 5)!!(2k + 1)!!

22k−2k!(k − 1)!
x−2k−2

+
(2m− 5)!!(2m+ 1)!!

22m−2m!(m− 1)!
x−2m 1

x2 − 1

)
.

φ2,m(x) =
m∑
k=0

(2k − 1)!!(2k + 3)!!

22kk!(k + 2)!
(1− x−2)k+2,

φ̂2,m(x) =

m−1∑
k=0

(2k − 1)!!(2k + 3)!!

22kk!(k + 2)!
(1− x−2)k+2

+
(2m− 1)!!(2m+ 3)!!

22mm!(m+ 2)!
(1− x−2)m+2x2,

φ′2,m(x) = 2x−3
m∑
k=0

(2k − 1)!!(2k + 3)!!

22kk!(k + 1)!
(1− x−2)k+1,

φ̄2,m(x) = 2x−3
m−1∑
k=0

(2k − 1)!!(2k + 3)!!

22kk!(k + 1)!
(1− x−2)k+1

+
(2m− 1)!!(2m+ 3)!!

22mm!(m+ 1)!
(1− x−2)m+1x2,

φ′′2,m(x) = 2x−6
m∑
k=0

(2k − 1)!!(2k + 3)!!

22kk!(k + 1)!
(1− x−2)k

(
2k + 5− 3x2

)
.

We claim that we have the following inequaities:



34 SHMUEL FRIEDLAND, ZEHUA LAI, AND LEK-HENG LIM

Proposition B.1. For x > 1,

0 < φ1,m(x) < φ1(x) < φ̂1,m(x),

φ̄1,m(x) < φ′1(x) < φ′1,m(x), 0 < φ′1(x),

φ′′1,m(x) < φ′′1(x) < φ̃1,m(x),

0 < φ2,m(x) < φ2(x) < φ̂2,m(x),

0 < φ′2,m(x) < φ′2(x) < φ̄2,m(x).

When m ≥ 35, 1 ≤ x ≤ 5,

φ′′2,m(x) < φ′′2(x)

Proof. All the above inequalities are clear except the five inequalities

φ1(x) < φ̂1,m(x), φ̄1,m(x) < φ′1(x), φ′′1(x) < φ̃1,m(x),

φ2(x) < φ̂2,m(x), φ′2(x) < φ̄2,m(x).

To show the inequality φ1(x) < φ̂1,m(x), we argue as follows. First observe that coefficients of φ1(x)
is strictly decreasing for k ≥ 2. This follows from the observation that the ratio between two terms

(2k − 3)(2k + 1)

4(k + 1)2
< 1

for k ≥ 2. Now in the infinite series of φ1(x) we replace the coefficient (2k−5)!!(2k−1)!!
22k−2(k!)2

by (2k−m)!!(2m−1)!!
22m−2(k!)2

for k ≥ m. This will increase the value of φ1(x). The infinite sum for k ≥ m can be summed to

(2m− 5)!!(2m− 1)!!

22m−2(m!)2
x−2m 1

1− x−2
=

(2m− 5)!!(2m− 1)!!

22m−2(m!)2
x−2(m−1) 1

x2 − 1
.

The other inequalities can be shown similarly. �

To prove certain poperties of those function, we need to use Mathematica. Essentially, we only
use CountRoots to calculate the number of roots of a rational function in a given interval. If
the number is 0, we can conclude that the function stays positive or negative in this interval.
CountRoots applies an exact algorithm so that we can prove our results rigorously.

To bound infinite series by finite series, we need this trivial lemma:

Lemma B.2. For two real numbers a, b, if 0 ≤ a1 ≤ a ≤ a2, b1 ≤ b ≤ b2, then min{a1b1, a2b1} ≤
ab ≤ max{a1b2, a2b2}. If furthermore b ≥ 0, then a1b1 ≤ ab ≤ a2b2.

Proof. Consider min ab, where a, b are variables that satisfy a1 ≤ a ≤ a2 and b1 ≤ b ≤ b2. Then
this minimum is min{aibj , i, j ∈ [2]}. We now use the assumption that 0 ≤ a1. Hence a1b1 ≤
a1b2, a2b1 ≤ a2b2. Hence ab ≥ min{a1b1, a2b1}. Similarly

max ab = max{aibj , i, j ∈ [2]} = max{a1b2, a2b2}.

Assume now that b2 ≥ b ≥ 0. Then

min{ab, a ∈ [a1, a2]} = min{a1b, a2b} = a1b, max{ab, a ∈ [a1, a2]} = max{a1b, a2b} = a2b ≤ a2b2.

�
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B.2. The function ω(x). In this section, m = 50.

Proposition B.3. Assume that τ ∈ (1, 2) is the smallest value of x ≥ 1 such that ω̃′(x) = 0. Then
τ > 1.732.

Proof.

ω̃′(x) = φ′′2(x)φ1(x)− φ2(x)φ′′1(x).

We now apply Lemma B.2 as follows. First set

a1 = φ1,m(x), a = φ1(x), a2 = φ̂1,m(x), b1 = φ′′2,m(x) < φ′′2(x), x ∈ [1, 5],m = 50,

to deduce

φ′′2(x)φ1(x) ≥ min{φ′′2,m(x)φ1,m(x), φ′′2,m(x)φ̂1,m(x)}.
Second set

a1 = φ2,m(x), a = φ2(x), a2 = φ̂2,m(x), b2 = φ̃1,m(x), x ∈ [1, 5],m = 50,

to deduce

φ2(x)φ′′1(x) ≤ max{φ2,m(x)φ̃1,m(x), φ̂2,m(x)φ̃1,m(x)},
which is equivalent to

−φ2(x)φ′′1(x) ≥ min{−φ2,m(x)φ̃1,m(x),−φ̂2,m(x)φ̃1,m(x)}.
So ω̃′(x) is larger than the minimum of 2 × 2 = 4 functions. Using CountRoots, we found that

those 4 functions are all positive in [1, 1.732], thus τ > 1.732. �

B.3. The function ω(x)pl+. In this section, m = 50. Let

p+(x) =
√
ψ2

1(x) + ψ2
2(x) =

3π

16

√
p̃, p̃(x) = 16φ2

1 + φ2
2.(57)

Proposition B.4. The function ω(x)pl+ increases in the interval [1, 5] for l = 7.

Proof. Note that since ω is increasing in the interval [1, τ ] we automatically have that for all l ≥ 1
the function ω(x)pl+ increases on [1, τ ]. So now we have to verified that ω(x)pl+ increases on
[1.732, 5].

Set sl(x) = ω̃(x)p̃l/2(x). Then

(58) s′l = p̃(l−2)/2
(
(l/2)ω̃p̃′ + ω̃′p̃

)
.

Let

ρ = (l/2)ω̃p̃′ + ω̃′p̃ = lω̃(16φ1φ
′
1 + φ2φ

′
2) + ω̃′(16φ2

1 + φ2
2)

We need to prove ρ ≥ 0 in [τ, 5]. When x is in [1.732, 5], by CountRoots, we have φ̄1,m > 0, φ̃1,m <
0, φ′′2,m < 0. In view of Proposition B.1 we deduce that

0 < φ̄1,m(x) < φ′1(x), 0 < −φ̃1,m(x) < −φ′′1(x) for x ∈ [1.732, 5].

Furthermore, Proposition B.1 yields ω̃ = φ′2φ1 − φ′1φ2 ≥ φ′2,mφ1,m − φ′1,mφ̂2,m. Again, when x in

[1.732, 5], by CountRoots, φ′2,mφ1,m− φ′1,mφ̂2,m is positive. So we can bound from below the whole

term (l/2)ω̃p̃′ by l(φ′2,mφ1,m − φ′1,mφ̂2,m)(16φ1,mφ̄1,m + φ2,mφ
′
2,m). This term is positive.

For the second term, if ω̃′ ≥ 0, we have nothing to prove. So we can assume ω̃′ < 0. Because
ω̃′ = φ′′2φ1 − φ2φ

′′
1, and −φ2φ

′′
1 is positive, so we can assume φ′′2 is negative. Recall that for m = 50

and x ∈ [1, 5] we have the inequality φ′′2,m(x) < φ′′2(x). Hence for x ∈ [1.732, 5] we have the

inequality φ′′2.m(x) < φ′′2(x) < 0. Therefore

ω̃′(16φ2
1 + φ2

2) > (φ′′2,mφ̂1,m − φ2,mφ̃1,m)(16φ̂2
1,m + φ̂2

2,m), x ∈ [1.732, 5],m = 50.
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Finally, use CountRoots to test whether l(φ′2,mφ1,m−φ′1,mφ̂2,m)(16φ1,mφ̄1,m+φ2,mφ
′
2,m)+(φ′′2,mφ̂1,m−

φ2,mφ̃1,m)(16φ̂2
1,m + φ̂2

2,m) is positive in [1.732, 5]. The answer is yes. �

B.4. The function µ(x). In this section, m = 40. Recall the function

µ(x) =
ψ′2(x)ψ2(x) + ψ′1(x)ψ1(x)

ψ′2(x)ψ1(x)− ψ′1(x)ψ2(x)
.

Note that

1

4µ(x)
=

φ′2(x)φ1(x)− φ′1(x)φ2(x)

φ′2(x)φ2(x) + 16φ′1(x)φ1(x)
.

Define ν(x) as( 1

4µ(x)

)′
=

ν(x)

(φ′2(x)φ2(x) + 16φ′1(x)φ1(x))2
,

ν(x) = (φ′2(x)φ1(x)− φ′1(x)φ2(x))′(φ′2(x)φ2(x) + 16φ′1(x)φ1(x))−
(φ′2(x)φ1(x)− φ′1(x)φ2(x))(φ′2(x)φ2(x) + 16φ′1(x)φ1(x))′.

Thus

ν = φ′′2φ
′
1(16φ2

1 + φ2
2)− φ′2φ′′1(16φ2

1 + φ2
2)− ω̃(16φ′21 + φ′22 ).

Proposition B.5. The function ν(x) is positive in [1, 1.732], so µ(x) is decreasing in this interval.

Proof. We have to consider two different intervals: [1.01, 1.732] and [1, 1.01].
Assume that x ∈ [1.01, 1.732]. By CountRoots, φ̄1,m(x) > 0 in [1.01, 1.732], so φ′1(x) > φ̄1,m(x) >

0 in [1.01, 1.732]. Recall Proposition B.1 and Lemma B.2, for x ∈ [1.01, 1.732] and m = 40:

a1 = φ̄1,m(x)(16φ2
1,m(x) + φ2

2,m(x)), a = φ′1(x)(16φ2
1(x) + φ2

2(x)),

a2 = φ′1,m(x)(16φ̂2
1,m(x) + φ̂2

2,m(x)),

b1 = φ′′2,m(x), b = φ′′2(x), b2 = φ̄2,m(x).

Then we have

φ′′2φ
′
1(16φ2

1 + φ2
2) ≥ min{φ′′2,mφ̄1,m(16φ2

1,m + φ2
2,m), φ′′2,mφ

′
1,m(16φ̂2

1,m + φ̂2
2,m)}.

For the second term, −φ′2φ′′1(16φ2
1 + φ2

2), by Proposition B.1:

a1 = φ′2,m(x)(16φ2
1,m(x) + φ2

2,m(x)), a = φ′2(x)(16φ2
1(x) + φ2

2(x)),

a2 = φ̄2,m(x)(16φ̂2
1,m(x) + φ̂2

2,m(x)),

b1 = φ′′1,m(x), b = φ′′1(x), b2 = φ̃1,m(x).

Use the inequality ab ≤ max{a1b2, a2b2} in Lemma B.2 to deduce

−φ′2φ′′1(16φ2
1 + φ2

2) ≥ min{−φ̄2,mφ̃1,m(16φ̂2
1,m + φ̂2

2,m),−φ′2,mφ̃1,m(16φ2
1,m + φ2

2,m)}.

For the last term −ω̃(16φ′21 + φ′22 ) we proceed as follows: First recall that ω̃ > 0 for x > 1. Use

Proposition B.1 and Lemma B.2 to deduce ω̃2(x) < φ̄2,mφ̂1,m(x)− φ2,mφ̄1,m(x) for x > 1. Hence

ω̃(x)(16φ′21 (x) + φ′22 (x)) < (φ̄2,mφ̂1,m(x)− φ2,mφ̄1,m(x))((φ′1,m(x))2 + (φ̄2,m(x))2)⇒

−ω̃(x)(16φ′21 (x) + φ′22 (x)) > −(φ̄2,mφ̂1,m(x)− φ2,mφ̄1,m(x))((φ′1,m(x))2 + (φ̄2,m(x))2)

There are 2× 2 = 4 cases, in each case, their sum is positive in [1.01, 1.732]. So ν(x) is positive
when x ∈ [1.01, 1.732].

Assume that x ∈ [1, 1.01]. For φ′1(x), we need a better lower bound than φ̄1,m(x) because when
x→ 1, φ̄1,m(x) diverges to −∞ while φ′1(x) remains finite.
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Recall the definition:

φ1(x) =
4

3π
ψ1(x) =

2

π

∫ π
2

0
(1− x−2 sin2 u)

3
2 du.

Take the derivative and note that π < 22/7,

φ1(x) =
6

π
x−3

∫ π
2

0
sin2 u(1− x−2 sin2 u)

1
2 du

≥ 6

π
x−3

∫ π
2

0
sin2 u(1− sin2 u)

1
2 du

=
6

π
x−3

∫ π
2

0
sin2 u cosu du =

2

πx3
≥ 7

11x3

For the first term, Proposition B.1 yields φ′′2(x) ≥ φ′′2,m(x), φ′′1(x) ≥ φ′′1,m(x). By CountRoots,

φ′′2,m(x) > 0, φ′′1,m(x) > 0. Hence

φ′′2φ
′
1(16φ2

1 + φ2
2) ≥ φ′′2,m

7

11x3
(16φ2

1,m + φ2
2,m).

For the second term, because φ1, φ2 are increasing functions, we can bound them above by value at
1.01. So the whole term can be bounded below using Proposition B.1 by −φ̄2,mφ̃1,m(16φ̂1,m(1.01)2+

φ̂2,m(1.01)2).
For the last term, we use the same bound as for the interval [1.01, 1.732]. Finaly, the sum of

three terms is positive in [1, 1.01] using CountRoots. So ν(x) is positive when x ∈ [1, 1.01]. �

Appendix C. Inverse function with nonpositive Taylor series except the first one

The following result is probably well known, but somewhat surprising:

Lemma C.1. Let f(z) be formal real power series of the form

(59) f(x) =

∞∑
i=1

aix
i, where a1 > 0, and ai ≤ 0 for i > 1.

Then the formal inverse function series g(x) = f−1(x) have a positive first Taylor coefficient and
all other Taylor coefficients are nonnegative.

Assume that f(x) 6= a1x and the above series for f have radius of convergence r ∈ (0,∞]. Then
one of the following conditions hold:

(1) Assume that f ′(x) > 0 for all x ∈ (0, r). Then the radius of convergence of g(x) is f(r).
(2) Assume that there exists t ∈ (0, r) such that f ′(t) = 0. Then the radius of convergence of

g(x) is f(t),

Proof. Define f1(x) = −
∑∞

i=2
ai
a1
xi−1. So all the Taylor coeffients of f1(x) are nonnegative. Let

G(x) = x
f(x) = 1

a1(1−f1(x)) . Hence

Gk =
1

ak1
(1 +

∞∑
i=1

(k + i− 1)!

(k − 1)!i!
f i(x)).

Hence all Taylor coefficients of Gk(x) are nonnnegative. Apply Lagrange inversion theorem to
deduce the lemma.

Assume that f(x) is not a linear function, and r is the radius of convergenve of f . Since −f+a1x
is a nonzero function with nonnegative Taylor coefficients Vivanti-Pringsheim theorem yields that
if r < ∞ then x = r is a singular point of f . Clearly, g(x) is not a linear function. Let r1 be the
radius fo convergence of the Taylor series of g. Vivanti-Pringsheim theorem yields that if r1 < ∞
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then r1 is a singular point of g. Since f(x) is not a linear function it follows that f ′(x) strictly
decreases on (0, r).

Assume first that that f ′(x) > 0 on (0, r). In particular a1 > nan−1r
n−1 for each n > 1.

Therefore r < ∞. Observe next that f ′(x) ∈ (0, a1] for x ∈ [0, r). Therefore f(x) is a continuous
strictly increasing function on [0, r], where f(r) ≤ a1r. As g′(f(x)) = 1

f ′(x) it follows that g(z) is

analytic in the neighborhood of each x ∈ [0, f(r)). Therefore r1 ≥ f(r). Assume to the contrary
that r1 > f(r). So g(x) is analytic at the neighborhood of f(r) and g′(f(r)) > 0. Hence f(z) is
analytic at r = g(f(r)), contrary to Vivanti-Pringsheim theorem. Thus r1 = f(r).

Assume now that f ′(t) = 0 for some t ∈ (0, r). As f ′(x) strictly decreases on (0, r) we deduce
that f ′(x) > 0 for x ∈ [0, t). Hence g′ is analytic in the neighborhood of each z = f(x) for x ∈ [0, t).
As f ′(t) = 0 it follows that f is not locally invertible at t. Hence g has a singular point at f(t). �
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